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1. Introduction

Plasma processing is a key technology in integrated circuit manufacturing. Plasma-based
etching and deposition are two critical steps in device processing in the fabrication of
microelectronics and optoelectronics devices. Plasma etching is widely used to faithfully replicate

patterns and to create via holes with desirable anisotropy. Some of the expectations from a good

etch process include high etch rates, etch uniformity over large areas, good selectivity between the
semiconductor and the mask material, ability to produce etch profiles with minimal undercutting
(i.e., desirable anisotropic features), and minimal damage to the underlying layers. While these are
the very reasons the industry moved away from wet etching, the objectives are achieved to different
d-egrees with various plasma etch technologies, such as reactive ion etching (RIE), reactive ion
‘beam etchig (RIBE), electron cyclotron resonance (ECR) etching, etc. It is important to point out
that not all of the above expectations are achieved simultaneously, though that is the coveted goal.
In plasma-based deposition, the technology is mainly useful to deposit masking layers at low
temperatures in order to avoid heat induced damage to the underlying layers. Again here, the
expectations of a good process are high deposition rate, ability to obtain desirable film composition,
conformity to the patterns (i.e., good step coverage of the features over which deposition is
performed), and uniformity over large areas. With the increasing role played by plasma etching and
deposition, plasma processing has a conceivable impact of billions of dollars for the semiconductor
and integrated circuit market.
Until the late 1980’s, virtually all manufacturing in plasma processing used radiofrequency

(rf) capacitive coupled plasma (CCP)- based systems: reactive ion etching (RIE) and rf plasma-
enhanced chemical vapor deposition (f PECVD). As device size continued to shrink and wafer
size continued to increase, the rf CCP-based processing has begun to lose its edge. Critical failures
of the technique at this stage were (i) etch-induced damage due to large negative dc bias and
ensuing ion bombardment, (ii) inability to scale down to submicron feature sizes, and (iii) inability
to provide uniformity over, say, 6” wafers. It was found necessary to operate under pressures well
below 100 mTorr to obtain anisotropy. However, it is hard to get a high plasma density at these
pressures, which is essential to maintain acceptable processing rates. To do so, if one were to

increase the applied power at low pressures, then the negative dc bias and ion bombardment on the




substrate increase rapidly. This led to excessive wafer damage. For a while, magnetron-based
technologies emerged wherein a magnetic field (either using permanent or electro magnets) was
employed to overcome some of the drawbacks mentioned above. The E X B field near the
substrate prevented the electrons from being lost quickly by wall recombination and thus increased
the ionization efficiency. High plasma density (~10"cm™) at low pressures was certainly possible.
The high density also allowed lower dc biases on the substrate and hence lower damage. Ina
previous SBIR project with the Army Research Laboratory, this technology was demonstrated
successfully for etching GaAs [1]. Since then, magnetron-based etching has been an integral part of
device processing at the ARL, Fort Monmouth, NJ [2]. Though magnetron-based technology had
considerable promise, it never caught on with the industry and appears to be rarely used in
manufacturing.

Right around 1990, electron cyclotron resonance (ECR) technology started receiving much
attention in the U.S. It was previously more popular in Japan. Indeed, when we started this
project in 1991, all large scale ECR machines for IC fabrication were from Japanese manufacturers.
PlasmaTherm, in Florida, has been selling small ECR units for R&D (U.S. ARL at Fort Monmouth
uses one of these units for ECR deposition). ASTEX, in Massachusetts, has been building ECR
units for diamond deposition. ECR certainly offers potential to meet the expectations outlined in
the opening paragraph. Preliminary research coming out of Japan and the U.S. indicated true
promise for the ECR technology. There were several issues-unresolved at the time this project was
initiated, as discussed in the next paragraph. Resolving these issues required understanding of
process mechanisms, which led to the initiation of this study. It is important to emphasize here
that, during the tenure of this study, the U.S. industry was also looking at other technologies to
counteract Japanese monopoly of ECR technology. To a great extent (at least in etching), success
has been reached with inductively coupled plasma (ICP) processing. Today, Applied Materials and
Lam Research, among other U.S. companies, sell ICP-based units. ICP technology has several
issues common with ECR which require an understanding of mechanisms. No attempt was made
here to study ICP in detail, which would have meant deviation from the work statement. However,
many of the model developments apply well to ICP and address similar concerns.

There are several important issues in high density plasma processing. ECR processing is

extremely complex; perhaps, more than any other competing technique. There is a strong



interaction among the following aspects: microwave propagation, magnetic field, plasma
generation in the resonance region, plasma transport, radical and ion generation and their
uniformity, feed gas injection and fluid flow, neutral heating, wall and surface processes, wafer
location with respect to the location of plasma generation, just to name a few. Also, the well-
known chemistries with RIE and PECVD and the corresponding process recipes cannot be simply
reapplied with ECR. The high plasma density and high flux of low energy ions meant reinventing
new recipes using the old chemistries. The issues in etching are as follows. The general objectives
are the same as listed in the opening paragraph. But in practice, and in process and reactor

development, it is important to understand plasma generation and transport mechanisms.

What are the effects of the magnetic coil and hence, ECR location?

the effect of substrate location with respect to the ECR zone

effects of pressure, power, and feed gas rates on plasma and etch characteristics

magnitude and uniformity of ion flux and ion energy over the wafer

etch mechanisms

The ECR deposition shares many of the same questions. In addition, it is important to
determine the parameters which ensure good film quality and adherence of the (mask) films or
layers to the underlying layer. Here again, the magnitude and uniformity of ion flux and energy
over the wafer are critical parameters. Unlike in etching, the deposition technology may involve
introduction of additional feed streams directly in the process chamber. It is thought that such
downstream introduction of a gas stream may prevent electron impact dissociation of that particular
stream. But in practice, back diffusion of that stream into the upper chamber can result in plasma

dissociation of that second mixture or in many cases, the electron density and energy in the

downstream chamber itself are too high to promote many electron impact reactions.




When the technology is in the early evolving stages, all issues listed above can be addressed
using a combination of plasma and surface characterization experimental work and modeling. This
is the underlying premise for the current project. Though this project at SRA did not directly
involve any experimental work in-house and complementary characterization works are needed for
the purpose of model input generation, knowledge of chemistry, and finally, for model validation,
such information was gathered from several sources. ARL’s work in this field was primarily on
ECR nitride deposition with related diagnostics and was available through publications from ARL.
More basic diagnostics involving electron density, electron temperature, and species concentration
measurements for gas streams with known reaction kinetic data were provided to this project from
collaborators. With these resources, the focus was on model development for ECR processing.

Complementary modeling and diagnostics has several benefits. First, at the stage when
equipment is developed, a large degree of trial and error-based design is common now. Availability
of reliable models reduces the expense of trial and error and provides a tool to the equipment
design team which can be used to generate answers to many “so what happens if I change this” type
of questions. Second, in the production line, there is a need to come up with optimum settings for
various input parameters to meet specific process targets. A model can identify the effect of
varying each parameter separately or in groups and ultimately in optimization. Third, in principle,
process control can be model-based. All these three scenarios are important to the semiconductor
industry and the equipment industry. Hence, the commercial impact is large. The processes
commonly include Si etching, oxide etching, mask layer deposition, to name a few. The same
scenarios and processes are critical to DoD too, since DoD is a large consumer of many of these
commercial products, in addition to very specialized circuits and components. In both cases, a
supply of high quality products at low cost has become critical to DoD now, due to severe
budgetary cuts. Finally, there is the application of ECR technology in III-V compound processing
with unique needs in DoD and a small commercial market.

This report is organized as follows. A technical background is provided in Chapter 2.
Model development is discussed in detail in Chapter 3. A compilation of experimental data is
provided in Chapter 4. Following this, the results of this work are organized in several successive

chapters. Finally, a summary is presented in Chapter 11.



2. Background

In this section we provide a brief background on ECR technique, equipment, processing and
diagnostics results, and a survey of models in the literature.

The ECR technology uses a 2.45 GHz microwave source to provide the power and a strong
magnetic field of 875 Gauss. With these choices, the magnetic field and electric field strength
create resonance which results in efficient power absorption. This phenomenon is different from
that used in conventional RIE and PECVD reactors. In these, usually 13.56 MHz rf sources are
used. At pressures typical in ECR processing, the collisions are far fewer than in rf discharges.
ECR systems are capable of yielding electron densities one or two orders of magnitude higher than
the 13.56 MHz rf discharges. A typical ECR system consists of a power source, transmission lines
(often waveguide or coaxial cable), microwave applicator (magnetic field design) and a plasma
processing chamber. Pumping requirements, mass flow controllers, pressure control, and other
needs are similar to those in conventional plasma processing.

Though there are different types of microwave applicators available they all have the same
basic features. Typically, the ECR set-up has two zones: a discharge zone and a processing zone.
Electromagnetic energy is coupled into the discharge zone from the wave guide excited by the
incident electromagnetic wave. Process gases are fed into the discharge zone, which undergo
ionization and other inelastic collisions following microwave excitation. The resultant charged and
neutral species mixture ‘leak’ out into a plasma processing zone through a screen separating the
discharge and processing zones. The discharge zone is surrounded by one or more coils which
produce an axial magnetic field. Here again, a number of different magnet designs are available. A
typical design, as in the Plasmatherm system, consists of a multipolar arrangement with eight high
strength rare earth magnets. In this arrangement, the cyclotron resonance occurs in eight distinct
regions surrounding each magnet within the discharge zone.

The plasma processing zone may take one of the following three forms. In the first design,
the substrate is placed entirely inside the discharge; i.e., the discharge zone and processing zone are
the same. This has the advantage of high density processing with possible high rates. In a manner,
this is similar to MIE with obvious differences in power coupling. In the second design, there is a

separate processing chamber which is separated from the discharge zone by a screen. This




downstream configuration allows processing without much ion bombardment. The third design is
different from the second in that the substrate in the processing chamber has an additional,
independent bias (which may be dc or rf). This additional bias allows independent control of ion
bombardment, which is needed to obtain the anisotropic etched features.

At present, commercial reactors are readily available. Though much of these are used in
research, there are limited reports on the use of ECR in manufacturing. For additional details on
the design of ECR equipment and technology, reference is made to refs. [3,4]. ECR has been
widely used in deposition of SisN, [5-7] and SiO; [8,9]. Some examples of application to silicon
etching can be found in refs. [10,11] and for III-V compounds in [12,13]. Discussion on
diagnostics measurements in ECR reactors is postponed until Chapter 4.

Modeling of ECR is an extremely complex task for the reasons explained in Section 1 with
regard to the coupling or interaction of various phenomena. Weng and Kushner [14] used a Monte
Carlo simulation to follow the electrons in an ECR discharge and obtained electron and ion
characteristics. This work did not consider any reactive plasmas or gas flow. Porteous and co-
workers [15,16] modeled an argon ECR discharge using a fluid model for electrons and particle-in-
cell (PIC) scheme for ion transport. This work also did not consider gas flow or density variation.
But this work effectively demonstrated that one can input a power profile from experimental
measurements (as long as the location of the resonance zone and its approximate width are known),
rather than solving for the Maxwell’s equations and still predict the plasma characteristics
reasonably well. This is extraordinary since coupling the plasma transport and power deposition
mechanisms is extremely cumbersome. Note that the location of the resonance zone changes with
location of the magnetic coils. This is important in determining the distribution of various
parameters. On the other hand, ref. 15 and 16 show that the actual width of the resonance zone
itself is not that critical; the integrated absorbed power actually determines the plasma

characteristics. This has been verified by our model as well.



3. Model Development
A. Governing Equations

The model consists of mass conservation equations for each component in a
multicomponent mixture, momentum and energy conservation equations, and constitutive

relations[17,18]. The species conservation equations are given by

-%—pti—+V-piu=—V-Ji+Ri

Here p; is the mass density of species i, J; is the diffusional mass flux of species i, and R; is the
mass rate of production or consumption of species i from all homogeneous reactions. u is the

mass-averaged velocity, and p is the total mass density:

pu=2pu p=2p;

where u; is individual species velocity. The diffusive mass flux relative to the mass-averaged

velocity is given by

J; = pi(u; - u)

It follows from Egs. (2) and (3) that

1)

@

®)
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Summing Eq. (1) for all species gives the total mass conservation equation, since 2 R; = 0. Here
we compute total density from p = X p;, rather than using the equivalent total mass conservation
equation.

We next discuss the formalism for multicomponent diffusion based on the developments by
Ramshaw[19-20]. In many plasma reactor simulations (see review in ref. 16) the diffusion flux for

neutral species i is assumed to be given by Fick’s law:

J; = -pDj Vy; )

where subscript j denotes the feed gas, y; is mass fraction, and Dj; is a binary diffusion coefficient
for species i in the feed gas. In diode reactors, the feed gas is only weakly dissociated and
constitutes the major component in the mixture. This is not the case in high density reactors.
Regardless, Eq. (5) would satisfy the constraint (4) only if all D;; are equal, which is too restrictive.
A common practice in the treatment of multicomponent transport is to use an effective diffusion
coefficient D; for species i in the mixture in Eq. (5) instead of solving the Stafan-Maxwell
equations[15]. Though there are a few different definitions for D;, [17-19], the following is more

common:

Di:(l—xi)/z XJ/D]J . (6)

j#i

Here x; is mole fraction of species i. The use of Eq. (6) also does not automatically satisfy
constraint (4). The usual practice is to obtain the flux for (N-1) species using Eq. (5) with D;
(instead of Dj ) and the flux of the last species from Eq. (4). Ramshaw[19] points out that such an

asymmetric treatment is unwarranted and derives an expression for the diffusion flux which satisfies

Eq. (4).




J;i = —cM; D Vx; +cyi ), MjD;Vx; @
;

Here c is mixture concentration given by ¢ = p/ M where M is mixture molecular weight

(z ZMx j). M; is molecular weight of species i. Recognizing x; = y;M / M;, it is easy to see
i

that Eq. (7) satisfies constraint (4). Eq. (7) for J; is valid for a single temperature system in the
absence of thermal and pressure diffusion effects, and charged species. An expression for J; with
thermal and pressure diffusion is given by Ramshaw[20]; but these phenomena are normally very
small in plasma processing reactors. However, we do need J; in a multitemperature, multi-
component mixture that contains charged species. We will return to this later.

The chemical reaction term R; in Eq. (1) is defined next. There are a total of Nr reactions

in progress involving a total of N species. They are represented by

N N
DViXi oo 2 ViXi o jeLNg (®)
i=1 i=1

Here ¥; is the chemical symbol for species i. v;; and v;; are stoichiometric coefficients. Further, we

define v; =v V'ij- The mass rate of net production of species i is given by

j i

Ng N
Ri :Miz vij kj_IIlciJ (9)
i=1 i=

If any of the reactions (8) proceed also in the reverse direction, Eq. (9) must be modified to include
the reverse rates. Neutral reaction rate constants typically take the Arrhenius form:

k =k, T Pexp(-E./R ,T) where E, is activation energy, R, is gas constant, and T is the temperature
of the neutrals. For electron impact reactions, the rate constant needs to be expressed as a function

of electron mean energy for use in Eq. (9). Note that discharge physics fluid models do not solve




for the electron energy distribution function (EEDF) or the rate constants for electron inelastic
collisions unlike kinetic schemes; rather they require such information as input[18]. The needed

kinetic data can be generated using a Boltzmann equation solver; a discussion can be found in ref.

18.
Computation of the mass-averaged velocity u requires a momentum equation: .
0
a—pu+V-puu = -Vp + V-II + pg (10)

Here p is pressure, IT is the viscous stress tensor, and g is the gravitational force vector.

The multicomponent mixture in a plasma processing reactor consists of electrons, ions, and
neutrals in a state of thermal nonequilibrium. Therefore, we need separate energy equations for
each of these types of species. First, the energy equation for neutrals is written in terms of their

temperature T[17]:

aT S S
pcp[g—t-+u-VT:|=V-KVT+u-Vp—Z Cpi Ji'VT—Z hiR; +Qex (11)

i=1

Here c, is the mixture specific heat at constant pressure, K is mixture thermal conductivity, and h; is
enthalpy of species i per unit mass. We have ignored viscous dissipation effects and radiation. The
third term on the right is the interdiffusional energy flux. The fourth term is due to chemical

reactions. The heat gain by the gas from elastic collision with charged species and charge-exchange

collisions with ions[16] is represented by Qex:

Q. = %k(Te ~T)n, Zf;2m, / m; + (kT; - 3/2kT)n+fcc (12) -
i

10




Here k is Boltzmann constant, m is species mass, T. and T. are electron and ion temperatures,
respectively, f; is frequency for electron elastic collision with neutral species i, and f,. is the charge
exchange collision frequency. n is species number density given by p = nm. Subscripts e and +
represent electrons and positive ions.

The thermodynamic state relation must reflect the nonequilibrium nature of the

multicomponent mixture in plasma processing.

p=Z_:pi+.ij+}:pc=kTZni+anjTj+nech (13)
1 1

ion ion

The last term due to electrons is critical in ECR and ICP reactors. The ratio n. /n may be of
O(10 ) or higher. However, T,/ T may be O(10%) in some parts of the reactor, making the last
term significant.

Now we return to issues related to charged species. The integration of the equations inside
the sheaths and solution of Poisson’s equation to obtain sheath potential make the plasma transport
problem difficult to solve numerically. Instead, here we assume a quasineutral plasma. This is

appropriate everywhere except the very thin sheaths. We compute the electron density from

n, = Xq;n; ' (14)

where q; is the ion charge. The ion conservation equations are also given by Eq. (1). We need to
redefine J; for ions and neutrals suitable for use in a multitemperature, multicomponent mixture.
The individual velocity w; of a neutral species is determined by concentration gradients only (in the
absence of thermal and pressure gradients and body forces). For charged species, the electrostatic
forces must be accounted for in evaluating w;. In this case, J; would consist of an ordinary diffusion
term and a drift term proportional to the electric field, if inertial terms and time rate of change of u;

are neglected in the charged species momentum equation. In the context of multitemperature




plasmas and with the need to satisfy Eq. (4) in a multicomponent mixture, Ramshaw[19] derives an

expression for J; to be used in Eq. (1) for all neutral species and ions except electrons:

R, T . R, Tp;

' RgT RgT jre p

(15)

A -
+ [qiDipi —-Yi Z qJDJpJ:IE forallize
RgT jee

Here E is the space charge induced electric.ﬁeld, and A is Avogodro constant. Several comments
about Eq. (15) are in order. First, Eq. (15) is written for a two temperature (T and T.) system.
Assuming Tie = T does not affect the fluxes much or the thermodynamic state relation Eq. (13)
and makes the expression (15) a little simpler. Second, Eq. (15) satisfies Eq. (4). In addition to the
E term, Eq. (15) looks complex due to the thermodynamic state relation. That is, the total
concentration ¢ is no longer given by p/R,T. Indeed, for a single temperature, multicomponent
mixture without charged species, Eq. (15) reduces to Eq. (7). Finally, the form of the flux relation
in Eq. (15) is more complex than expressions widely used due to its self-consistent satisfaction of
Eq. (4). The additional effort incurred to evaluate Eq. (15) in Eq. (1) is well spent since mass and
flux conservation is ensured.

The total current J; in the plasma is given by

Jo=3xdiy (16)
i my

This relation defines the current density with respect to the mass averaged velocity. As pointed out
in ref. 21, because of the neutrality condition, there is no distinction between this current density
and that in the laboratory frame. Now, we can use Eqs. (15) and (16) with the ambipolar constraint

to obtain E
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which is a well-known expression for the space charge electric field[22]. In Eq. (17), the electron

terms dominate the sums and an order of magnitude analysis[21] shows

E = - Vn kT, (18)

<€

Setting J. = 0 would be acceptable with respect to mass flux, due to the small mass of electrons,
but would be improper when computing current density. Though an expression equivalent to Eq.

(15) for electrons is possible, a simpler approach is to obtain J. from

Jo=m %L (19)
i my

A thorough discussion on this subject can be found in ref. 21.
In writing an energy conservation equation for the electrons, we assume that the electron

thermal energy is much larger than its kinetic energy (3/2 kT>>1/2 meu.’).

%(3 /2n.kT,) +V-n.u 3/ 2kT, = -n.u, -E 0)
-V.peu, +V-K VT, — ZRGH + Py
)

Here, u. is the electron velocity given by u + J./p. from Eq. (3). The mass-averaged velocity u

and diffusive velocity J. are known from other equations described earlier. K. is electron thermal

13




conductivity. The fourth term on the right side of Eq. (20) represents energy loss due to inelastic
collisions. P is the external power coupled to the plasma, which can be self-consistently
determined from the solution to Maxwell’s equations. Some examples of electromagnetic equation
solvers and integration with electron dynamics can be found in refs. [23,24]. In the present work
we solve Eq. (20) with an assumed power profile. Also, an equation analogous to Eq. (20) for ions
is not written at present. Instead, experimentally measured ion temperature is used to model gas
heating due to charge exchange collisions.

The numerical algorithm to solve the multi-dimensional equations is described below. The
procedure to solve the governing equations is a consistently split linerized block implicit scheme
originally developed by Briley and McDonald [25] at SRA. The basic algorithm has been further
developed and applied to both laminar and turbulent fluid flows. The method can be outlined as
follows: the governing equations in a dimensionless form are replaced by an implicit time
difference approximation. Terms involving nonlinearities at the unknown time level are linearized
by Taylor series expansion about the solution at the previous known time level, and spatial
difference approximations are introduced. The result is a system of multi-dimensional coupled (but
linear) difference equations for the dependent variables at the unknown or implicit time level. To
solve these difference equations, the Douglas-Gunn procedure for generating alternating direction
implicit (ADI) splitting schemes is used. This ADI splitting technique leads to systems of coupled
linear difference equations having narrow block-banded matrix structures which can be solved

efficiently by standard block-elimination methods.

B. One-dimensional Model

The governing equations presented above need to be solved in at least two dimensions to
account for the complex geometry of commercial reactors and etch/deposition uniformity related
issues. This is a time-consuming task, due to the coupling of gas flow and charged species
dynamics, widely disparate time scales of various physical phenomena, and the large number of
conservation equations when multiple neutral and ionic species are considered. Recently, however,
models have been proposed[26-28] (to be discussed next under Section C) wherein volume-
averaged balance equations or zero-dimensional versions of the governing equations in Section A

are used. Such lower-order models require very little computational time and provide valuable

14




information regarding plasma scaling laws and insight into mechanisms on how the applied power is
expended through various collisions, ion acceleration, etc. In the same spirit, we develop a one-
dimensional model here by radially averaging the governing equations and study ECR discharge
dynamics in the flow (axial) direction.

We define a radially-averaged variable ¢ as

R(z)
I¢rdr
$= g 1)

rdr

R(z) is local radius. Note that radius can vary from source to the process chamber. Terms
involving products of two or more variables, such as ¢, - ¢, are treated as ¢, - ¢, in both the
source/sink terms and axial derivatives. Using this procedure, equations (1), (10), (11) and (20)
can be radially averaged. In doing so, application of radial boundary conditions at r = R(z) results

in a pseudo-volumetric term in the equation appropriately weighted by the surface to volume ratio.

(The boundary condition at r = 0, which is %:iz 0, does not result in an additional term.) First, we
list only such additional terms obtained in each equation.

The one-dimensional species mass conservation equation has a surface reaction term

RG) r; where r; is the net production rate of species i through surface reactions. The surface
Z

reaction rate constant k, for neutrals may be expressed in terms of a reactive sticking coefficient, v,
askg; = yi(RgT /27m Mi)o.s' The positive ions reach the Bohm velocity at the sheath edge, while
the negative ions are repelled from the walls due to the positive plasma potential. Recognizing the
deviation of the positive ion density at the sheath edge from that in the plasma, Lee and

Lieberman[26] introduced a correction factor h, for the wall flux (= h; n, uen). Expressions for h,

in simple electropositive discharges, as well as multi-ion discharges, are given in ref. 26. The




electron loss to the radial wall is equal to the ion wall flux under the ambipolar constraint. The
corresponding electron energy loss now appears as a sink term in the one-dimensional equivalent of
Eq. (20).

The additional term due to radial averaging in the axial momentum equation is
8pu, /(1+ CS)R(z)z, where 1 is mixture viscosity, u; is axial mass-averaged velocity and C, is a
coefficient of slip or slip correction[29] given by 8X /3R. A is the gas mean free path. The sink
term appearing in the gas energy equation due to radial averaging is related to heat loss from the

gas to surroundings. This term can be written with the aid of an overall heat transfer coefficient U
2

R(2)

as U(T - T,) where T, is ambient temperature. If we represent the heat loss process by a

network of resistors in series, U is given by [30]

1
U= (22)
1/h; +12£+1/h0

w

Here, h; and h, are convective heat transfer coefficients for inside and outside the chamber. h; can
be written as 1/4 kngug, using kinetic theory, where k is Boltzmann constant, ng is gas number
density, and uy, is gas thermal velocity. Empirical relations for h, can be found in heat transfer
texts[30]. The middle term in Eq. (22) represents the conduction through the wall and quartz liner,
if any.

With the above additional terms, the exact form of the radially-averaged one-dimensional
equations is given below. Equations (23) - (26) represent conservation of individual species mass,
mixture momentum, energy of the heavy species (neutrals and ions), and electron energy,

respectively.

; 2
1 —_
—+—— Apu_=- Al LT et (23)
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Boundary conditions for the solution of the above equations in the axial direction are as
follows. At z = o, the incoming mass flux of each species is specified along with the specification
of gas temperature, and extrapolation of pressure since the inlet flow is subsonic. The pressure is
specified downstream. Note that since p is not an explicit dependent variable, Eq. (13) is used to
relate pressure to other dependent variables. The species density (or mass flux) and gas
temperature are extrapolated at z=L. For electron energy, in the absence of secondary electron
emission at the quartz window and other walls, an energy balance at the boundary reduces to a zero
gradient of the electron temperature.

We have developed a code based on a fully implicit finite difference scheme to solve all the
governing equations in a coupled manner. The general numerical procedure adopted in the code is
described in ref. 31. A brief summary was also provided at the end of Section A. Variation in
cross-sectional area is included in the equations. The code allows for multiple injection locations
for feed gases, which is common in ECR deposition reactors. The substrate positioned at any z-

location is treated as a sink in all governing equations. Transport properties such as viscosity,
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thermal conductivity, and binary diffusivity are computed using well-known procedures[17]. The
transition regime diffusivity is computed from molecular and Knudsen diffusivities. Thermo-
chemical properties for various chemical species are obtained from JANNAF tables[32]. Input of
chemical reactions in the gas phase and on the surfaces can be done using alphanumeric characters.

The code was developed in a modular fashion to easily accommodate future enhancements.

C. Zero-dimensional Model

The plasma modeling community has recently focused on developing models which require
minimal computational resources and, nevertheless, capture essential features. Volume-averaged
conservation equations representing global mass and energy balances form an example of such an
approach. These are called zero-dimensional models, since they deal with volume-averaged
quantities and hence, provide no information on spatial distribution. These models can provide
valuable information rapidly on average densities and temperatures as a function of system
parameters. Average etch and deposition rates can also be obtained. A detailed description of the
approach is given below.

We consider a plasma source chamber of radius, r, length, L, and volume V(: mzL) where
the plasma is generated. The total surface area A may consist of wall (A;) and wafer (A,,) areas.
The wafer may be processed in the source chamber or in a separate process chamber. If there is a
separate process chamber downstream, as in ECR, it may be analyzed in a cascading fashion; i.e.,
process chamber inflow conditions will be the outflow properties computed in the source chamber
analysis. It is not easy to include the nature and details of power deposition, associated magnetic
field effects, etc. in a zero-dimensional volume-averaged model; plasma power input is simply
treated as a model input variable. In this sense, there is nothing in the model that distinguishes ICP

and ECR reactors and what follows is an analysis of a generic high density plasma reactor.

Species Mass Conservation: A mass balance for each of the neutral and ionic species in the

plasma is written as
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m(yU“_Yi)+VMiZRij+AMiZSik=0 i=11
J k @7)

Here, the subscript ‘in’ denotes inlet conditions. I1is the total number of neutral and ionic species.
yi is the mass fraction of species i (y; = p;/p); p; is the mass density of species i given by n; m;
where n; and m; are the species number density and mass. Other notations a-re as follows. m is the
total mass flow rate; M; is the molecular weight; R;; is the molar homogeneous reaction rate of
species i in reaction j; S;y is the molar heterogeneous reaction rate of species i in surface reaction k.
The terms in Eq. (27) represent changes due to the flow, and species production/consumption due
to volume and surface reactions, respectively. In principle, the last term in Eq. (27) can be written
as two independent contributions from wall and wafer reactions as they may differ in nature. The

net rate of production from volume reactions R;; is written as

i=I . i=I
R;j= (Vi"j - Vi'j) [kfj iI;Il(pYi/Mi) - krjil;ll(p)’i/Mi)\/"J]

(28)

Here vj is stoichiometric coefficient of species i in reaction j. The single and double primes denote
reactant and product, respectively. k¢; and kij are forward and reverse rate coefficients for
elementary reaction step j. Eq. (28) represents a more complete form of Eq. (9). The surface
reaction rate is written in a similar manner.

The mass flow rate m in Eq. (27) is taken as constant, though in principle, surface reactions
may result in a loss of mass. In such a case, the first term in Eq. (27) would be written as
My, ¥i in — Myj, and m then can be obtained from a total mass balance which is the sum of Eq.

(27) over all I species:

m,, —rh+AZMi§Sik =0 9

The plasma is assumed to be neutral and thus, the electron number density is obtained from




I
n, = zqini
i1 (30)

where ¢ is the charge of species i.

Thermodynamic Relation: The gas density, p, is computed from the thermodynamic

relation:

p=2.pi + 2P

i#e

GD

where p is the total reactor pressure, R is the universal gas constant, T, is the gas temperature, and
T. is electron temperature. The second term due to the electrons is usually negligle in diode
reactors since the plasma is very weakly ionized. In contrast, fractional ionization n. / n may be of
0(10) in high density discharges with T,/ T, nearly of 0(10%). nis the total number density in the
reactor. Hence, contribution of electron pressure to the total cannot be ignored, especially at low
pressures and high power levels. In principle, the thermodynamic relation in (31) may be written to
recognize an ion temperature also, however the effect is expected to be negligible. The principles
behind the development of Eqgs. (29) - (31) are the same as in the one-dimensional model discussed

in the previous section.

Plasma Power Balance: The power balance in the plasma source takes the form:

Pext = Pe + Pion (32)

where P, is the external applied power, and P, and P; are power deposited to electrons and ions,

respectively. While it is possible to express P, in terms of electron conduction current and average
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electric field, we obtain P, from an electron energy balance assuming that the electron-ion volume
recombination is negligible:

(Qne,),, —Qne, +P, - VYR, H, - 3(3°-)\',,Vnck(re ~T,) - AT, (e, +05kT,) = 0
J

m

(33)

Here Q is flow rate given by 1/p, e is electron mean thermal energy (= 3/2kT,) where k is
Boltzmann constant, N is Avagodro number, R.; is rate of electron impact reaction j, H; is the
corresponding threshold energy, m is mixture-average mass, Vv, is the elastic collision frequency,
and I, is electron wall flux. The terms in Eq. (33) represent electron energy from inflow and
outflow, energy gain from external source, energy loss from all inelastic collisions, energy loss from
elastic collisions, and energy lost due to electron wall recombination, respectively. The energy of
electrons at the wall is €, +1/2 mv? where v is electron directed velocity; we assume that the
electrons at the wall are thermal and rewrite their energy as €, + 0.5kT,. The electron wall flux I',
must equal the positive ion wall flux, assuming that the massive negative ions are excluded from the

wall due to the positive plasma potential.

T =Y T, =(Aer /A)D n,up , (4

Here, the subscript + indicates a positive ion and X indicates sum over all positive ions. ugp is the
Bohrﬁ velocity given by (kTe / m+)0.5. Implicit in Eq. (34) is the assumption that the ion flux I,
at the wall is the same as that at the edge of the sheath. A ¢ is an effective area, as suggested in
ref. 26 and discussed in Section B, to account for the deviation of sheath edge ion density from that |

at the center.

A = Aghg +Aphy ’ (35)
where Ay and A; are radial and axial surface areas. The correction factors hy and h; are:
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3 05
hg = 08/(40+1/A) .

hy, = 086/(30+2L/2)"

where A is the mean free path based on charge exchange collisions. hy and h reduce to 0.4 and

0.5 at the free fall limit.

The ion power deposition, P,y is given by
Pn =A ZF+A\|’ (37)

where Ay is the driving potential equal to the difference between the plasma and wall potentials.

Avy can be estimated from Eq. (34) by recognizing that

I, = (n./4)ve,u exp(~Ay/KT,) (38)

where v ¢y, is electron thermal velocity, (8kT,/mm, )05. Combining Egs. (34) and (38), we get

(Aeff/A)Z n+u5+}

Ay = KT, -In
. l: (nc /4)Ve, th

(39)

Combining Eqs. (32), (33), (34), (37) and (38), we gét the final form of the power balance:
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Pext + (anee )in - anec - VN Z chHj
J

= 3(m/m)v, Vo k(T. - T,) - A 4(e, +0SKT,)S n,ug,

Ag/A)D n,u
+ AgekT, - In [( zfne/4)zve'; B+]-ZH+UB+ =0

(40)

Gas Energy Balance: In high density discharges, it is well known that plasma heating of the
gas can result in high gas temperatures[33,34]. We write a gas energy balance in order to predict

the gas temperature:

(mcp'rg)in — e, T, +3(m, /m)v, Vo k(T, - T,)

+ Ve Vn, 3/2K(T, - T,) + VS hiM, Y R;; - UA(T, - T,) =0
i j (41)

Here c;, is mixture specific heat, hi is species enthalpy per unit mass, v, is charge exchange

collision frequency, T, is ion temperature, U is an overall heat transfer coefficient, and T, is ambient
temperature. The terms in Eq. (41) represent sensible heat associated with gas inflow and outflow,
heat gain due to electron-gas elastic collisions, heat gain from charge exchange collisions with ions,
heat of all other chemical reactions, and finally, heat loss to the ambient, respectively. The last term
is written using an overall heat transfer coefficient [30], as before in the 1-d model, since the wall
temperature is unknown.

In summary, the reactor model consists of Egs. (27), (29), (30), (40) and (41), augmented
with thermodynamic relation (31). We developed a code called REAC to solve these equations.
REAC is a zero-dimensional reactor analysis code to study plasma and non-plasma reactors. The
code has an interpreter that allows input of volume and surface reactions using alphanumeric

characters. REAC computes thermochemical properties using the NASA Lewis data base. The

reverse rate constants are related to equilibrium rate constants (kr =k¢ / keq) which in turn are
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computed from a knowledge of standard-state Gibbs free energy. For electron impact reactions,
REAC requires rate constants as a function of mean electron energy; if this information is not
readily available, a companion zero-dimensional Boltzmann solver may be used to compute the

electron energy distribution function (eedf) and rate constants.

D. Two-dimensional Fluid Flow Analysis

Throughout this project, we used both 0-d and 1-d models extensively to analyze ECR
problems. A completely coupled 2-d analysis that consists of the gas flow, gas heat transfer,
plasma dynamics, microwave power coupling, and magnetic field effects is beyond the scope.
Indeed, no such capability is available with any research group. To augment the information from
the lower order models, we also performed two-dimensional gas flow computations. These were
done using SRA’s multi-dimensional fluid flow code called MINT. This code solves 2-d, as well as

3-d, equations for gas momentum, energy, and multiple species mass conservation.
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4. Experimental Data

Plasma and surface characterization works are needed for the purpose of model input
generation, knowledge of chemistry, and for model validation. In this chapter, the experimental
- data gathered from several sources are discussed. Much of the data is from collaborators known to
the PI, which also latér appeared in thé published literature.
Argon is widely used in diagnostic studies because of its inertness and well-known collision
cross-sections. In practice, it is an additive gas used in etch and deposition feed streams. Bowden
[35] presents the following data generated by Thomson scattering measurements of on-axis

electron density and electron temperature in an ECR chamber.

Table 4.1 Plasma parameters in an argon discharge
at 570 W of microwave power.

Pressure n, T.

(mTorr) ao't cm’y (eV)
0.5 ' 4.0 4.05
1.0 6.5 3.20
2.0 6.6 3.10
4.0 7.0 2.30

Table 4.2 Plasma parameters in argon at 1 mTorr

Power n. T.

w) 't em’) (eV)

300 2.15 2.00

400 4.00 2.30

500 5.00 3.30
‘ 600 5.50 2.35
o 700 6.50 2.50
|
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While the above data correspond to single point measurements on-axis of the chamber, our
collaborator, Chris Constantine of PlasmaTerm, an ECR equipment manufacturer, was able to
provide this contract Langmuir probe data taken above the wafer. Figure 4.1 shows the radial
variation of electron density over an 8” wafer. The electron density profile is somewhat ambipolar-
like. Also shown in this figure is silicon etch rate across an 8” wafer.

Additional data on argon was obtained from the work of Steve Gorbatkin of Oak Ridge
National Laboratory. These data were taken at the ECR location inside the source chamber and
just above the wafer in the process chamber. The data are reproduced in Figs. 7.1 (pressure), and
7.4 (electron density and temperature) later in Chapter 7. The pressure measurements allowed us
to validate the gas flow part of the computer model. It is important to note that in ECR plasmas,
unlike in RIE and PECVD, the pressure is not constant from the inlet to the exhaust. Indeed, at
pressures below 3 mTorr, there is as much as 50% pressure drop from the inlet to the turbopump.
In that sense, ECR reactors need pressure sensors in more than one location.

CF, is an important etching gas for silicon and is normally used in a mixture with O, and
argon. K. Ashtiani (currently at Materials Research Corporation), in a collaboration, provided SRA
electron density and radical concentration data. His electron density data was obtained using
microwave interferometry. The data listed below in Table 4.3 is for the process chamber at every 5
cm interval.

Table 4.3 Microwave interferometry data in CF, at 2 mTorr

Power Electron density (10" cm™) at every 5 cm
W)
500 10.3, 6.69, 4.32,3.28,2.44,2.02,

1.61, 1.19, 0.56, 1.06, 0.39

600 17.2,10.7, 7.45, 5.61, 4.18, 3.15,
2.44,1.7,1.17,1.23,0.65

700 24.8,16.0, 11.0, 8.37, 6.25, 4.68,
3.72,3.16, 2.63, 1.88, 0.98

800 33.3,22.1, 14.3, 10.0, 7.93, 5.56,
4.56,3.39, 2.59, 1.75, 1.06
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Ashtiani also made measurements of radical densities. His data on F and CF; measurements are
given in Fig. 4.2.

Chlorine is an important etch gas used in etching of both silicon and GaAs. Dr. K. Ono of
Mitsubishi provided us with Langmuir probe data for electron density and temperature, which are
produced in Figs. 4.3 - 4.5. Figure 4.3 shows axial variation of n., T, and plasma potential in 0.8
mTorr, 900 W chlorine ECR plasma. The density shc;ws a peak at the ECR resonance region. The
electron temperature in the source is as high as 8 eV. The plasma potential near the wafer position
is only about 10 V. Figure 4.4 is a set of analogous plots at 0.24 mTorr. Figure 4.5 shows radial
profiles of density and temperature just above the wafer. The electron temperature is nearly

uniform, while the electron density exhibits a parabolic profile.
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Fig. 4.2 F and CF, densities in an ECR CFgq discharge measured by K. Ashtiani.

29




ne (10" em=3)

25

20

Plasma Potential (V)

T i 1 { { 1 1
l .
B 0% Clz
//// l O.8mTorr
|
= o 900w
—O— I o
| |
ECR Region 0
. l 8
B —e > I @) — —
o >
~e, ., N\ qs 3
L —e O— o
1 ~71 4k
| 4 2
I 1 | i I 1 { O
0 20 40 60 80
Z (cm)
T T T T T T T
ECR‘ Region Cl,
B , O.8milorr T )
| SO0 W
o)
. l -
I
|
I
- l "‘IO
—_— : 48 ;
) ©
N dg <
- @
l —~— —— 1a o
! 1o =
1 1 1 1 1 1 1 O
0 20 40 60 80

Axial Position (cm)

Fig. 4.3 Axial profiles of electron density, electron temperature, and

plasma potential wmeasured by K. Ono in an ECR chlorine discharge
at 0.8 mTorr. '

30



Potential (V)

25 ~ T . . . T . 25
P - 20
£ 20}
o ha 4
s /N
= i ! \\ 15
\as / — =
b : ! \ o
D 15 - 0.24 mTorr 1 o
G P =900 W L =
a ] - 4 10
/
6 /
= /
o 1.0 + /
2 .“\ /‘ . 5
w T-e.
\4 ]
0.5 N { 2 1 n 1 1 0
0 20 40 60 80
Axial Position (cm)
100.0 . T . T y .
50.0 v, i
_ O\M |
——
c, ®& \.\
> v
0.0 + 0.24 mTorr \\ ‘ —
\.~
P=900wW S~
O
5 \\-. o
-50.0 | i
-100.0 1 1 1 1 1 1 "
0.0 20.0 40.0 60.0 80.0
Axial Position (cm)
Fig. 4.4 Axial profiles of electron density, electron temperature, and

plasma potential measured by K. Ono in an ECR chlorine
discharge at 0.24 mTorr.

31




20 — ' T T
Cl, 900W
- 15T O 0O.3mTorr .
'g L Q0. 8mTorr
[ 0O 3.0mTorr
o |78 °
>
‘n
T
o
(&)
c
o
3}
o
)
O 1 1 1 -
O 5 10 15

Radial Position (cm)

14 T T T
T Cl, 900w B
% O O.3mTorr
o 101 H 0.8 mlorr A
-

2 O 3.0 mTorr
S of :
o
= O
o 6t J
= o O O\O_/
c O/A
S 4} a A A o o :
3] o o o o
D O o
w 2k B
O i 1 1
(6] 5 10 15

Radial Position (cm)

Fig. 4.5 Radial profiles of electron density and
temperature in chlorine provided by K. Ono.

32




5. ECR Argon Discharge Physics: 0-d Results

In this section, we demonstrate the 0-d model for an ECR argon discharge. Mass balance

for Ar, Ar™, Ar‘, power balance, and gas energy balance are considered. The equations are first
solved for the source chamber followed by the solution for the process chamber in a cascading
fashion. Volume and surface reactions and the corresponding rate coefficients given below are

from ref. [26].

* -8
e+Ar— Ar +e 3.712x10™° exp(-15.06/T;)

e+Ar —> Art +2¢; 1235x1077 exp(~18.687/T,)
e+Ar — Art +2e 2.053x1077 exp(—4.95/T,)
e+Ar‘—>Ar+e; k =2x1077

Ar +ArT > Ar+Ar e k = 62x107"°

E 3
Ar +s—> Ar+s

Art +s— Ar+s

All rate coefficients have units of cm’ / s. s in the above reactions denotes a surface. We assume a

unity sticking coefficient for both surface reactions. A constant cross-section of 35x10 P cm? is
assumed for argon-ion charge exchange. Electron elastic collision frequency is given by the

relation v¢(Hz) = 1.756p/T, . The ion temperature is assumed to be 0.5 eV based on the

measurements of Nakano, et al. [34].

Plasma heating of the gas has been known to result in high gas temperatures of about 900°K
in ECR source chambers [33, 34]. Hot neutrals and possible high surface temperatures may
adversely affect surface rgactions. Also, gas heating leads to a reduction in neutral density and
affects plasma properties. Hence, we first validate our gas temperature predictions against
experimental measurements. Figure 5.1 shows predicted gas temperatures as a function of pressure
and microwave power for the experimental conditions of Hopwood and Asmussen [33]. The

source chamber is 12.5 cm diameter and 15 cm long. Argon flow is 20 sccm. The uncertainty in

33




o ©
L()- T T LA T T T 1 Y T T T T Y T 8
i <t
o | .
< ©
s 4 O
O
! ™
_ -
~ - )
p -
o o | g 1
E © = -
] -
o = 18
3
3 wn QAd
n i w .
0O O 92
QD « o ]
an 8
i ©
A 4 O
o | 2
— 4
CD_ t 1 Il | Kl 1 | ] 1 1 1 l 1 1 [ CD_
O O
- - - - Q
o o (- (@) (@)
O O O O &
M~ o 9] <t ™
M "Bep ‘ainjesadwa | jennap
Fig. 5.1 Gas temperature in the ECR source chamber as a function of

pressure and absorbed microwave power. Source
diameter = 12.5 cm, length = 15 cm, argonflow = 20 sccm.

34

Power, Watts




the measurements in ref. [33] is dominated by background noise and the error bars span over a 50-
80° range (Figures 4 and 5 in ref. 33). The predicted temperature in each of the cases in Fig. 5.1 is
well within the error bar and the comparison is good. Ion-neutral charge exchange collision is the
major source of gas heating. Electron-gas elastic collisions also lead to a rise in neutral
temperature although to a less extent. The ratio of heat input from charge exchange collisions to
that from elastic collisions is about 7-9 for the conditions in Fig. 5.1. The resultant gas temperature
is determined by the effectiveness of heat transfer to the ambient. The gas temperature increases
with the absorbed microwave power. This is mainly due to an increase in plasma density with
power (as will be seen later). Inspection of Eq. (41) reveals that the heating terms are proportional
to plasma density. Figure 5.1 also shows that the gas temperature increases with chamber pressure.
Both collision frequency and plasma density increase with pressure and lead to increased collisional
heating. Gas temperatures well above that in Fig. 5.1 are obtained at higher pressures and power
levels; for example, the predicted temperature is 919.5°K at p = 4.6 mTorr and absorbed power of
800 Watts. In contrast, the volume-averaged gas temperature in the process chamber for
conditions in Fig. 5.1 is just above room temperature. Collisional heating in the process chamber is
drastically reduced due to a decrease in plasma density. The sensible heat brought into the process
chamber by the gas flow is effectively dissipated to the ambient and hence, the gas temperature in

the process chamber is not much above that of the ambient.

Next we discuss the plasma characteristics predicted by the model. Figure 5.2 presents the
variation of electron density and temperature with pressure in the source chamber for an absorbed
power of 570 watts. Figure 5.3 presents the plasma characteristics in the source chamber as a
function of microwave power at a pressure of 1 mTorr. These results correspond to the Thomson
scattering measurements by Bowden, et al. [35]. The source chamber dimensions are d = 30 cm
and £ =25 cm. Argon flow rate is 15 sccm. To understand the discharge behavior, let us inspect
Eq. (27) for Ar* and Eq. (40) from Section 3. The Ar™ density balance requires the generation
rate to be equal to the ambipolar loss rate which determines the electron temperature in the
discharge. (The flow effects are negligible.) Since the particle flux to the wall depends on Bohm
velocity as discussed earlier, we note from Eq. (27) that ‘/i -exp(E/kT,) is proportional to nL
where L is a characteristic length. So, an increase in neutral density would result in a decrease in

T,. The plasma density is determined by the energy equation, (40), which suggests
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n, = Pexe /f(T). When the chamber pressure is increased, neutral density increases even with an
increase in neutral temperature resulting in a drop of electron temperature. The plasma density
increases with pressure as shown in Fig. 5.2. The variation in electron temperature with microwave
power is not significant. Any variation seen in Fig. 5.3 follows changes in gas temperature and thus
the neutral density. The plasma density increases with microwave power. Also shown in Figures
5.2 and 5.3 are the electron density and temperature as determined by Thomson scattering
measurements from [35]. Note that the experimental measurements correspond to a small plasma
volume on the axis of the source chamber and hence are quantitatively different from the volume-
averaged quantities predicted here. But the qualitative behavior is mostly similar with an exception
at high microwave powers. The measured density and temperature tend to saturate as power is
increased, which has been attributed to the failure of microwaves to propagate in a highly dense
plasma [35]. The present model is too simple to account for such phenomena. The model has also
been validated by comparison against Monte-Carlo simulation results of Weng and Kushner [14].
The quantitative and qualitative agreement between the present model and the volume-averaged
results of ref. 14 (Figs. 3 and 7 in ref. [14]) are good for the electron temperature dependence on
pressure and microwave power. The predictions for the process chamber corresponding to the
conditions in Figs. 5.2 and 5.3 reveal volume-averaged plasma densities smaller by one to two
orders of magnitude and electron temperatures below 2 eV. Note that the product n,L is higher in
the process chamber than that in the source chamber which reduces the electron temperature. The
ionization rate in the process chamber also is substantially reduced.

The model also allows an examination of power dissipation in ECR discharges. For a

typical case of 1 mTorr and 570 Watts, the applied power is distributed as follows:

Electron-gas inelastic collision loss =423%
Electron-gas elastic collision loss = 0.05%
Electron amibpolar wall loss =15.6%
Electron energy outflow = 0.01%
Ion acceleration =42.0%
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The above distribution essentially does not change when the power is varied from 100 to 700 Watts
at 1 mTorr. However, the distribution is affected by pressure. For example, the fraction of power
spent on inelastic collisions goes up from 0.35 at 0.5 mTorr to 0.52 at 5 mTorr while the fraction
corresponding to ion acceleration goes down from 0.48 to 0.36. The potential difference

Ay =V, — V¢ from Eq. (39) is of the order 54 kT, with a minor dependence on pressure.

We have used the model to examine the effect of source geometry. Figure 5.4 shows the
effect of source chamber radius on the plasma characteristics for a source length of 25 cm, at

1 mTorr and 570 Watts. As the radius is increased, the characteristic length L and product n,L

increase; as discussed earlier, from Eq. (27) this requires a decrease in T,. The volume-averaged

plasma density also decreases with an increase in source chamber radius.
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6. ECR Chlorine Discharge Physics: 0-d Results

In this section, we present spatially-averaged characteristics of a chlorine discharge in an
ECR reactor and illustrate the model with a parametric study of input power, pressure, flow rate
and reactor dimensions. Currently there is very little experimental data on ECR or ICP chlorine
discharges and available data is limited to on-axis measurements near the wafer in the process
chamber([36] . Hence, we draw only a qualitative comparison with experimental observations
wherever possible.

We use a collection of plasma reactions for a Cl,/Cl mixture from ref, [37]. Bukowski [37]
assumes a Maxwellian distribution in evaluating the rate constants with known cross-sections and
presents them in the form, k = AT.B exp (C/kT.) where T, is electron temperature. The reactions
and rate constants are listed here in Table 6.1. We include mass balance equations for Cl,, CI, Cl,",
Cl" and CI'. A mass balance of various excited states is not included since we do not consider two-
step ionization processes and assume that the excited states rapidly return to ground level.
Nevertheless, excitation processes are included in the reaction set since they affect the electron
mean energy. Positive ions are assumed to readily recombine at the surface with unity sticking
coefficient and liberate the corresponding neutral atom or molecule. The sticking coefficient for CI
is taken to be zero. The results are sensitive to the value of wall recombination coefficient for
chlorine atom (CI + wall — % Cl,); we use v = 8.2 x 10 from ref. [27]. Electron momentum
transfer frequency in chlorine is computed from pin, = 6.42 x 102 (m.v.s)" where p is electron
mobility and n, is gas number density. Ion-neutral collision cross-section is taken to be 1.0 x 10"
cm’.

The results presented here are for an ECR source chamber of radius, r = 10 cm and length,
L =50 cm. To evaluate the gas temperature in an ECR chlorine discharge using a gas energy
balance, we assume an average ion temperature T, of 0.25 eV based on the measurements in ref.
[34]. Since Cl, dissociation is nearly complete at low pressures and the resulting mole fraction of
Cl; is small, the heat gain by the gas from molecular vibrational excitation may be neglected. The
gas temperature predicted here ranges from 430°K to 550°K at pressures of 0.133 - 0.67 Pa (1-5

mTorr) for an absorbed microwave power of 800 W. Since the measured ion temperature varies
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Table 6.1: Plasma Reactions

A B C
(1)  Ch+e>Clf +2e 2.130(-8) 0.771 11.70
(2) Ch+e>2Cl+e . 3.990(-8) 0.115 4.43
() Chte>cl+cr 1.80(-10) - -
(4)  Chte>Cl'+Cl +e 1.490(-9)  -0.272 13.20
(5) Ch+te>Cl'+Cl+2e  3.882(:9) - 15.50
(6) Ch+e>CL(B7)+e  1.230(7) -1.120 4.30
(N Ch+e>Cl@'n)+e  4.750(:9) 0.861 9.00
(8) Ch+e>Cl,(2'Z)+e 4.750(-9) 0.861 9.00
(® Cl+e>Cl'+2e 2.960(-8) 0.554 13.10
(10)  Cl+e>Cl+2e 2.960(-8) 0.554 3.61
(1) Cl+e>Cl (3d)+e 1.990(-8) - 10.06
(12)  Cl+e>Cl (4s)+e 1.270(-8) - 10.97
(13)  Cl+e>Cl (4p)+e 4.790(-8) - 10.29
(14) Cl+e>CI'(4d)+3 9.200(-9) - 11.15
(15) Cl+e>CI'(5p)+e 9.320(-9) - 11.06
(16) Cl+e>Cl'(5d)+e 5.200(-9) - 11.12

(17)  ¢i; +Cr > Cl, +Cl 5x10°8 - -

(18) 15 +Cl”>2Cl 5x10°° - -

*Rate expression is of the form: A(ch)Bexp (-C/ kT,) where kT, is electron temperature in eV,
A is in cm®/s; 1.0(-10) denotes 1.0x10°.
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with power and pressure [34] and currently we do not have a self-consistent relation or equation
for ion temperature, a constant gas temperature T, = 500°K is assumed in the remainder of the
work. It is well known that the gas density in the source decreases once the plasma is ignited[38].
For example, the initial gas density at 0.133 Pa (1 mTorr) and 500°K is 1.93 x 10" cm™. The gas
density with the plasma-on decreases to 2.67 x 10'?cm™ according to relation (31), which is
consistent with the observations in ref. [38]. It is also clear that the use of ideal gas law with gas
temperature alone (i.e. ignoring the second term in relation (31)) to compute the density would
yield incorrect results, particularly at low pressures when the electron partial pressure is significant
and the ratio To/T, is very high. The reduction in density is only about 7% at 1.33 Pa.

The effect of pressure on ECR chlorine discharge characteristics is shown in Figs. 6.1 and
6.2. The electron temperature decreases as the gas pressure is increased. This is similar to the
observations by Ono, et al.[36] although their on-axis measurements are for the process chamber.
This variation of electron temperature with pressure in an ECR chlorine discharge is similar to that
found in rf capacitively-coupled, as well as ECR argon discharges. In electropositive discharges,
ionization is balanced by ambipolar diffusion to the wall. The latter decreases as the pressure
increases and therefore electron temperature must decrease to reduce the ionization rate constant.
As will be seen later, the ECR chlorine discharge at low pressures and high power levels is highly
electropositive and the attachment rates are significantly lower than ionization rates. Note that the
electron temperature in Fig. 6.1 is the spatially-averaged quantity; values on the axis may be
considerably higher. Though ionization rate constants decrease with decreasing electron
temperature, electron density (Fig. 6.2a) increases with pressure due to the increase in neutral gas
density. Such an increase in electron density at low pressures has been reported by Nakano, et
al.[34] for ECR chlorine plasmas. Indeed, all ion densities increase with pressure. The electron
density is nearly balanced by the Cl" density. The degree of dissociation is high in the range of
pressure, power and flow rates investigated here which rapidly increases with pressure at first and
then decreases slowly (Fig. 6.2b). Consistently, CI" is the most abundant positive ion. As seen in
Fig. 6.2b, electron is the most dominant negative charge carrier. Even at a pressure of 2 Pa, the
ratio of [e])/[CI'] is about 34, indicating the electropositive nature of the discharge. The rates of
reactions 3 and 4 in Table 6.1, which produce the negative ions, are rather low due to low Cl, mole

fractions.
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The variation of plasma potential with pressure, according to Eq. (39), is from 5.5k T.
(=40.5 V) at 0.133 Pa (1 mTorr) to 6.5kT. (=11.5 V) at 2 Pa (15 mTorr). Table 6.2 presents an
account of how the applied power is spent as a function of pressure. Energy spent on electron
inelastic collisions is a dominant mechanism which increases with pressure. Of the reactions shown
in Table 6.1, energy loss due to Cl atom excitation processes is more significant than others. The
fraction of the total power spent on accelerating the ions is high at low pressures but declines

progressively as pressure increases.

Table 6.2

Account of how the applied power is spent in an ECR chlorine discharge:
absorbed microwave power = 800W; Cl; flow rate = 10 sccm.
Fraction of total power is shown.

Process Pressure, Pa

0.133 0.267 0.667 1.333
Inelastic collision 0.3544 0.7153 0.8299 0.8791
Electron elastic collision ~ 0.0001 0.0009 0.0027 0.0055
Electron energy outflow  0.0007 0.0001 0.0000 0.0000
Ambipolar wall loss 0.1725 0.0738 0.0417 0.0278
Ion power deposition 0.4723 0.2100 0.1256 0.0876

Next we discuss the effect of absorbed microwave power on the plasma characteristics
using case studies conducted at 0.267 Pa (2 mTorr) and a Cl, flow rate of 10 sccm. Due to
increasing partial pressure of electrons and large T./T, ratios, the gas density decreases linearly with
an increase in power according to relation (31). The balance of ionization vs. ambipolar diffusion
discussed earlier for electropositive discharges effectively requires \/i -exp(E / kT,) to be
proportional to n,L., where L. is a characteristic length; this condition indeed can be obtained from
Eq. (27) for positive ions when the flow terms are neglected. The reduction in ny when power is

increased results in some increase in electron temperature (Fig. 6.1). The effect of power on
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Table 6.3

Account of how the applied power is spent in an ECR chlorine discharge:
pressure = 0.267 Pa; Cl, flow rate = 10 sccm.
Fraction of total power is shown.

Process | Power, kW

0.200 0.500 1.000 1.400
Inelastic collision 0.7555 0.7379 0.6956 0.6283
Electron elastic collision ~ 0.0011 0.0010 0.0008 0.0005
Electron energy outflow  0.0007 0.0001 0.0001 0.0001
Ambipolar wall loss 0.0630 0.0675 0.0792 0.0979
Ion power deposition 0.1803 0.1935 0.2244 0.2733

plasma density is shown in Fig. 6.3a and various density ratios are plotted in Fig. 6.3b as a function
of power. Electron density increases with power and is nearly balanced by CI" density; the
difference between the two cannot be seen within the scale of Fig. 6.3a. The reduction in CI
density is due to continuously decreasing mole fraction of Cl, with an increase in power. The
degree of dissociation, ratio of molecular ion to atomic ion density, and [€]/[CI] increase with
power as shown in Fig. 6.3b. The plasma potential shows little variation around 5.7 kT, in the
range of 200-1400 W. The applied power distribution pattern also shows only small variations with
power (Table 6.3).

The effect of flow rate is displayed in Figs. 6.4a and b. Unlike pressure and microwave
power, the feed gas flow rate has negligible effect on electron density and temperature. However,
the dissociation of molecular chlorine decreases significantly with a reduction in residence time. As
aresult Cl," and CI ions are relatively more abundant at high flow rates.

The reactor dimensions play a critical role in determining the plasma characteristics [39]. In

general, it is believed that high plasma densities can be generated in relatively small source

47




10 F T 1 Y T Y T Y T Y
< _ 10"
E 3 [e]. [Cl] 3
o T 3
~ [ ]
9
10° |- - -
a f e 5
- g 1
[¢3] | 4
0 | ]
E L ]
3 10 -
Z F 3
: ]
10° P 1 s 1 . 1 . 1 .
) 300 600 900 1200 1500
Power, Watt
] v T v 1 Y ] RS
1000 — [ayict] PR
g ~—— [Cl]1[Cl )] P ;
i —-—- [ 1[CT] P 3
RS - i
«©
m o
>
2 100 |- __
[¢)) o 4
&) [ :
10 2 i 1 1 r A 4 1 *
0 360 1200 1500

600 900
Power, Watt

Fig. 6.3 Effect of absorbed microwave power on ECR chlorine discharage
characteristics: Clp flow rate = 10 sccm; pressure = 0.267 Pa.
(a) density profiles and (b) degree of dissociation [C1]/Cl2],
ion ratio [C1*¥]/[C12%], and degree of electronegativity, [e]/[C17].

48




T T v T v T T T N ]
[ le] ]
[ A ————A———A —#
o 10" L crj .
£ g :
o - ]
> i 4
= ]
s | [t
2
O o~ | e
— -
g o 3
= [ ]
ﬁ? [ [Cl] ]
10" | E
C A 1 . 1 . 1 . 1 . 3
0 40 80 120 160 200
Flow Rate, sccm
\ h | I v l’ X ] LY "
100 - 3
o | :
E 4
o
> !
2
@ 10 - —
0 g ]
[ —— [cysfcy ]
- ——— [Cl]1[Cl) 1
i —-—- [l [Cr] 1
1 . 1 « 1 . 1 . 1 <
0 40 120 160 200

80
Flow Rate, sccm

Fig. 6.4 Effect of Clo flow rate: Pressure = 0.267 Pa, absorbed power
= 800 W, radius = 0.1 m and length = 0.5 m. (a) density profiles
and (b) degree of dissociation [C1]/[C12], ion ratio [c1t1/0c1,%]
and degree of electroneqativity [e]/[C1-].

49




chambers. Variation of plasma parameters as a function of source radius from the present model is
shown in Fig. 6.5, which is qualitatively similar to the data for ECR nitrogen discharges from
Popov[39]. The electron density exhibits a peak at some radius. However, a more relevant
quantity electron density per absorbed power density ([e)/Power/nr?) suggested by Popov[39] as a
measure of source efficiency, continues to grow with radius and shows no sign of saturation even at
20 cm. The electron temperature and plasma potential (which is approximately 5.7 kT.) show a
decrease with an increase in source radius. The qualitative behavior of electron dénsity and
temperature is similar to that in Fig. 6.5 when the source length is varied, keeping the radius

constant at 10 cm.
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7. ECR Argon Discharge Physics: 1-d Results

In this section, we present results from the radially-averaged one-dimensional model for an
ECR reactor. We consider a cylindrical source chamber of 14 cm diameter and 40 cm length, and a
cylindrical process chamber of 60 cm diameter and 40 cm length. This system is the same as that
simulated by Porteous, et al.[15] in a discharge physics study; it is also similar to that used for ECR
diagnostics by Gorbatkin, et al.[40], except that the downstream chamber diameter in ref. [40] is
25.4 cm. We assume that the change in diameter from the source to the process chamber occurs
gradually over a 10 cm length starting from z = 40 cm. As mentioned earlier, we do not currently
solve for microwave power absorption self-consistently; instead, we use a magnetic field profile
reported in ECR argon experiments and the corresponding power profile suggested by Porteous, et
al[15]. In the axial direction this power profile has a sharp peak at the ECR resonance zone (z= 16
cm where Gorbatkin, et al.[40] made probe measurements), and the total power distributed over
the resonance zone is 500 W[15]. We report results at various pressures and flow rates of argon
for an applied power of 500 W and compare against measurements from ref. [40].

The set of inelastic collision processes and other reactions for argon are the same as those
described in Section 5. The ion temperature is assumed to be 0.5 and 0.25 eV in the source and
process chambers respectively, based on the measurements of Nakano, et al.[34] These values are
used only to compute the gas heating term due to charge exchange collisions in the gas energy
equation.

Gorbatkin, et al.[40] reported that with no microwave power and in the absence of plasma,
the pressure downstream (measured at Z = 60 cm or Z/L = 0.75) is about 75-90% of that measured
near the resonance zone (Z = 16 cm or Z/L = 0.2). Figure 7.1 shows a comparison of model results
and pressure measurements in the absence of plasma. We point out that Gorbatkin et al. allowed
the downstream butterfly valve to remain in the open position for these measurements and adjusted
the argon flow rate to obtain the desired pressure. For this reason, the results in Fig. 7.1 are shown
as a function of flow rate. We have observed negligible pressure drop between Z = 60 cm and Z =
80 cm in all our simulations, with or without plasma. Therefore, we used the measured
downstream pressure as our boundary condition at Z/L = 1.0. The agreement between predicted

and measured pressure upstream is excellent, as seen in Fig. 7.1. At 5 sccm, the downstream
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pressure is about 75% of the pressure near the resonance zone and increases to 90% at 80 sccm. A
large expansion in cross-sectional area is normally accompanied by a decrease in velocity and
increase in pressure in subsonic flows. We notice a decrease in mass-averaged velocity beyond Z/L
= .5 in all simulations. But the observed pressure profile is mainly influenced by the viscous losses
in the source region (Z/L < 0.5) and there is a significant pressure drop from the inlet to the edge of
the source chamber. Indeed, there is a pressure minimum between the inlet and downstream probe
location though the minimum pressure is closer to the downstream value. In contrast, the neutral
pressure at the resonance region is smaller than at the downstream location with the application of
microwave power and plasma formation, as will be seen below.

In the remainder of this section, we discuss the effects of pressure and flow rate on the axial
profiles of various plasma parameters. Simulations were performed at various pressures (in the
range of 1 - 8 mTorr) and flow rates (5 - 80 sccm) for an applied microwave power of 500 W.
Figure 7.2 shows axial profiles of plasma density, electron temperature, electron and neutral
pressures, neutral temperature, neutral density, and ionization rate and compares results at 2 and 8
mTorr for an argon flow rate of 20 sccm. The abscissa in all figures corresponds to normalized
distance Z/L, where L is the total reactor length of 80 cm. Z/L = 0.5 corresponds to the end of
source chamber. The electron density peaks at or near the resonance region, as shown in Fig. 7.2a
and as seen in experiments [41]. The exception to this occurs at low pressures and low flow rates,
as will be discussed later. Note that by virtue of the quasi-neutral plasma assumption, Fig. 7.2a also
denotes ion density. The axial plasma density profile is qualitatively similar to that measured by
Carl, et al.[41], and Tizuko and Sato[42]. We note that the plasma density in the‘ source can be
higher than that in the process chamber by an order of magnitude. While an increase in pressure
results in an increase in plasma density in the source, a decrease is seen in the process chamber.
This is due to decreased electron temperature (Fig. 7.2b) and thus decreased ionization rate (Fig.
7.2f) downstream when pressure is increased. The electron temperature also peaks at or near the
resonance zone. Though power is deposited over a narrow ECR zone, the large electron thermal
conductivity transports electron energy efficiently downstream. Indeed, at pressures below 2
mTorr, the persistently high electron temperature downstream causes significant ionization in the
process chamber. The electron temperature decreases with an increase in pressure and this inverse

relation is a well-known scaling law obtained from 0-d models, as discussed in previous sections.
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The axial electron temperature profile shown in Fig. 7.2b is qualitatively similar to that by Weng
and Kushner[14], who used a Monte Carlo procedure to compute the EEDF and energy
characteristics. Two-dimensional discharge physics studies[15] show that the radial profiles of both
electron density and temperature exhibit an on-axis peak which is expected due to wall
recombination of electrons and ions. The results obtained in this work are radially-averaged and
thus would be smaller than on-axis values.

Figure 7.2c shows profiles of electron and neutral pressures, P and P, respectively, in the
reactor. In the transport part of the modeling, since we assume Tic, = T, the neutral pressure here
is given by nkT, where n is the sum of number densities of argon, metastables, and Ar". In general,
the contribution of the middle term in the thermodynamic pressure relation (31) due to ions is small.
The total pressure is not shown in Fig. 7.2¢ for the sake of clarity, but can be obtained by adding
the curves for electron and neutral pressures. The total pressure at the inlet is higher than that
imposed at the exit as boundary condition. The fractional increase is higher at low pressures. This
behavior is consistent with that in Fig. 7.1 in the absence of plasma. With plasma formation, the
neutral pressure in the ECR region drops significantly, relative to the inlet. This is essentially due
to intense local ionization, as evidenced by an increase in electron partial pressure in the same
region. For example, P./P, at the ECR zone is approximately 30 - 40% for both 2 and 8 mTorr
cases shown in Fig. 7.2c. Note that the electron partial pressure profile tracks electron density and
the distortion in its shape is due to electron temperature. Then it is not surprising that most of the
neutral pressure drop that occurred in the source is recovered in the process chamber. The results
in Fig. 7.3c are qualitatively and quantitatively in agreement with observations by Gorbatkin, et
al.[40] , who measured neutral pressure at Z/L = 0.2 and 0.75. The neutral temperature profile is
shown in Fig. 7.2d. The gas heating is mainly due to ion-neutral collisions with a minor
contribution from electron-neutral elastic collision, as discussed in the previous sections, using a 0-
d model. The axial variation in temperature then follows the plasma density. The heat transfer
from the gas to the wall may not be effective at low pressures, since inside heat transfer coefficient
h; is proportional to gas density. This may be the reason for the slight increase in temperature with
distance inside the process chamber at 2 mTorr. No temperature measurements are available in ref.
[40] for comparison. However, we point out that the volume-averaged temperature in the source

computed from a 0-d model (Section 5) for the present conditions compares well with the results in
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Fig. 7.2d. Note that the 0-d model uses the same physical features as in the 1-d equations and
using the 0-d model, we have previously shown in Section 5 gas temperatures in agreement with
the measurements by Hopwood and Asmussen[33]. The neutral density profile shown in Fig. 7.2¢
is consistent with the variation in neutral pressure and temperature in the reactor. Rossnagel, et
al.[43] observed a similar reduction in neutral density in the ECR region relative to the sample
region and attributed such behavior to gas heating.

Next, we discuss the effect of flow rate on the variation of plasma parameters. Figure 7.3
shows axial profiles of plasma density, electron temperature, neutral and electron pressures, gas
temperature, neutral density, and mass-averaged velocity for four different argon flow rates at 1
mTorr and 500 W. The electron density profile at high flow rates looks similar to those in Fig.
7.2a. However, at 1 mTorr and low flow rates (for example, 5 sccm), the peak in plasma density
does not occur at the ECR zone. Instead, the density continues to increase into the process
chamber, where the electron temperature is high (Fig. 7.3b). Though the electron temperature is
higher at lower flow rates, the decrease in neutral density with flow rate (Fig. 7.3c) in the source
region causes a corresponding decrease in ionization. This explains the decrease in electron density
with decreased flow rate in the source, which is consistent with the observations by Rossnagel, et
al[43]. Figure 7.3c shows the neutral and electron pressure profiles as a function of flow rate. The
neutral pressure increases everywhere as flow rate is increased. Notice that the total pressure at the
inlet (which is all neutral) at 80 sccm is about 3.5 mTorr, while the total pressure at the
downstream valve is 1 mTorr. Also, at 1 mTorr, the electron pressure is a substantial fraction of
the total pressure in the ECR region, as well as in the process chamber. The gas temperature
profile for various flow rates in Fig. 7.3d follows the corresponding plasma density variations in the
reactor. The gas temperature in the process chamber decreases when the mass flow rate is
increased. The increase in gas density in the ECR region with flow rate at 1 mTorr is similar to the
measurements by Rossnagel, et al.[43]. Figure 7.3f shows profiles of mass-averaged velocity in the
reactor. The increase in velocity in the source region is concomitant with a drop in pressure. The
velocities in the process chamber are smaller due to the enlarged cross-sectional area.

Finally, in Fig. 7.4 we compare the predicted electron temperature and density at various
pressures with the measurements of Gorbatkin et al.[40]. The experimental probe measurements

were made at the ECR location (Z/L = 0.2) and one downstream location (Z/L = 0.75). The
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agreement between theory and experiment in the case of electron temperature downstream is good.
The agreement for the upstream temperature is actually better than it appears in Fig. 7.4a, if we
recall that the model predicts radially-averaged temperature which would be somewhat smaller than
the on-axis measurement. Two-dimensional discharge physics simulations[15] also show some
radial variations in T. in the source chamber, with an on-axis peak and relatively flat radial profiles
in the process chamber. The comparison between model and experimental results for electron
density in Fig. 7.4b does not appear as good as in Fig. 7.4a for the temperature. However,
Gorbatkin, et al. discussed various causes of error in their electron density measurements, which
are only accurate to a factor of 2-4[40]. Also, the size of the downstream chamber in the present
analysis is different from that in ref. [40]. Considering the above, the model predictions seem

reasonable and the trends appear to be correct.
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8. Pulsed ECR Discharges

High density discharges using inductively coupled plasma (ICP) and electron cyclotron
resonance (ECR) sources are used in etching and deposition applications which demand highly
anisotropic features, critical dimension control, and processing uniformity over large areas. Fora
given reactor system and choice of feed gas mixture, the degree of success in meeting the goals on
selectivity and processing rates depends on controlling the gas phase and surface chemistries. It is
always desirable, but in practice extremely difficult, to promote favorable reaction pathways while
suppressing others within the duration of the gas residence time. In chemical reaction engineering
literature, one can find examples of time modulating the feed gas mixture rate or composition to
“preselect” reaction channels for a given residence time. In conventional thermal chemistry, it is
difficult to modulate the heat input to control reaction rate constants due to the high thermal inertia
of the reactor systems. In contrast, it is relatively easy in plasma processing systems to modulate
the microwave or rf power and affect reaction rates through the modulation of electron density and
energy. Recently there have been several reports on successful selective etching of polysilicon [44-
46] and control of fluorocarbon chemistry [47] through pulse time modulation of the microwave
power in ECR discharges. Samukawa [44,45] achieved highly-selective, notch-free etching of
polycrystalline silicon by pulsing an ECR chlorine plasma (10-100 ps).

An understanding of mechanisms and the effect of process parameters is critical in process
and equipment design, and process control. Hence, modeling of the plasma ECR reactors is
undertaken here. The volume- or spatially-averaged model presented earlier is used for this
purpose. A notable difference between this work and that in previous Sections 5 and 6 is that the
time modulation requires time-periodic solution to the ordinary differential equations. A high-
density chlorine discharge is modeled and the reaction set presented in Section 6 is used here.
However, a Cl atom wall recombination coefficient of 0.1 is assumed in this section. A high-
density CF, discharge is also studied. Mass balance equations for 12 species, namely, CF4, CF3,
CF,, CF, F, F,, C,C', CFy', CF,', CF', and F' are written. A set of 19 reactions, including electron
impact dissociation, ionization, and dissociative ionization is used. The wall recombination
coefficient for ions is assumed to be 1.0; this process liberates the corresponding radicals. The

coefficient of recombination for various radicals are 0.001, 0.001, 0.14, and 0.001 for CF;, CF,,
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CF, and F, respectively. The governing ODEs were solved using a code called REAC. The
solution procedure started with an initial guess for all species mass fractions and electron
temperature. Each pulse was divided by 200-400 time steps and the equations at every time step
were solved using an implicit procedure. Time marching was done until a time periodic solution
was obtained , i.e., the relative change over one cycle was less than 107

The results presented here are for a source chamber diameter, d = 30 cm and length, L = 25
cm. These dimensions are similar to those used by Samukawa [44-46]. Other parameters are as
follows: pressure =3 mTorr, flow rate =30 sccm. A simple square wave modulation of the input
power is considered. The pulse period (on + off time) is varied between 1 and 100 ps. The duty
ratio is defined as the ratio of power-on time to the total period. The time-averaged power is
maintained at 300 W. For example, 25% duty ratio would have 1200 W during the on-part of the
period and O during the remainder of the pulse period.

Results for a pulsed chlorine discharge are discussed first for the set of parameters given
above and a base case of 100 ps period and 25% duty ratio. Figure 8.1 shows densities and rates
of key electron impact reactions during one period. The electron and positive ion densities increase
during the on-part of the pulse, reach a maximum just when the power is turned off, and continue
to decline during the remainder of the period. To understand this behavior, it is instructive to look
at the behavior of electron temperature (See Fig. 8.2, 100 ps and duty = 0.25). The time scale for
power absorption by the electrons is very short and the electron temperature reaches its peak value
nearly instantaneously. Once the power is turned off, the electron temperature drops below 1.0 eV
within a few pus and decays slowly thereafter. At T, below 1.0 eV, all electron impact reactions
exhibit negligible rates, as seen in Fig. 8.1. During the on-part of the pulse, the production of ions
and electrons far exceeds their loss to the wall by ambipolar diffusion and by volume
recombination. Indeed, examination of the power spent on various processes during the first 25 ps
reveals that nearly 85% of the input power is accounted for by the inelastic collisions and the
remainder is due to the energy loss of particles to the walls. Under these circumstances, the
positive ions and electrons continue to pile up until the power is turned off. During the off-part of
the cycle, production of ions and electrons ceases and particles are slowly lost to the wall, due to

volume recombination. The densities are not negligible, though T. is insignificant. If volume
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recombination is small, then a mass balance for a positive ion during the pulse interval (off-period)

reduces to:

B o Agniug (42)

Here, ug is Bohm velocity, V is reactor volume, and A is effective area for ion wall recombination
written as (hy 21 + hg 2nrL) in Section 3. Recall that hy and hg are correction factors for the

variation of the ion density at the sheath edge from its value in the bulk. Since electron temperature
is nearly constant when there is no power, ug may be taken to be time independent. Solution of Eq.

(42) then is:

n,= n,,(,e_t/td (43)

where n., is the density at the moment when the power is turned off. t4 is a decay time constant
given by V/A.zup. For a given reactor configuration, the pulse period and duty ratio can be chosen
to obtain any value for n./n., between very small and near unity.

The negative ion shows no modulation in Fig. 8.1, though there is a slight increase in
density not seen in the scale of the figure during the pulse interval. Negative ions are produced by
dissociative attachment and, to a lesser extent, by dissociative ionization. They are lost by volume

recombination. An approximate [CI] balance for illustration here is given by

kaa[C1,] [e]=kqcr*] [c1] + ka1 1]+ kele] [O17] (44)
Rearranging,
1. kga[Cl5 ]
[er]-= ka[CI*]/[e] + ko C13]/[e] + Kee (#)
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Here, the dissociative attachment coefficient (kq.) is weakly dependent on T.. Ion-ion
recombination coefficients are constant. The modulation of ratios [CI']/ [e] and [CL,"]/ [e] during
the period is not strong, though individually positive ions and electrons are modulated. Only
electron -CI' recombination shows some modulation due to T., but not strong enough in the present
case to result in the time variation of CI. The ratio of [€] / [CI] is about 7 and the discharge is
highly electronegative. The dissociation of chlorine is only moderate (CI/Cl, = 5). These are
typical when the Cl atom wall recombination is high in ECR discharges, as seen by Ono, et al.[36].
When the recombination coefficient is 0.01 or lower, the fractional dissociation is close to unity and
the discharge is electropositive, characterized by a high [e] / [CI], as seen in Section 6.

Next, the effect of duty ratio for a pulse period of 100 ps is illustrated in Fig. 8.2. Note that
the time-averaged power is maintained at 300 W. The instantaneous power during the on-period is
higher as the duty ratio decreases. The peak electron temperature in a transient process then is
higher at lower duty ratios. As duty ratio increases, the electron temperature slowly approaches the
value corresponding to the continuous wave (cw) operation. The electron temperature drops to
insignificant values a few ps after the power is off at all duty ratios. The peak in plasma density
increases as the duty cycle decreases, which is due to the increase in Te and electron impact
creation of charged particles. Since a large portion of the peak plasma density is maintained for this
reactor configuration according to the relation (43), the time-averaged plasma density itself is
higher at lower duty cycles. The negative ion density (not shown here) increases only marginally
with a decrease in duty ratio due to the near temperature-independence of the negative ion creation
and destruction reactions (Eq. 45). While the increase in plasma density compared to cw operation
is important for high processing rates, the ability to enhance selectivity is the key advantage of
using pulsed discharges, as shown by Samukawa [44,45]. The potential difference (V,-Vy) driving
the ions is found to be of the order 5.7 kT. for the cases investigated here. Since SiO, etching rate
is determined by the ion energy, it does not proceed effectively during the pulse interval. This
enabled Samukawa [44,45] to obtain higher selectivities over SiO, for both doped and undoped
polysilicon etching than possible with cw operation.

Figure 8.3 illustrates the effect of pulse period for a fixed duty ratio of 0.25. In all cases,
the electron temperature reaches its peak at t = 2 ps. Given the same power and rise time, the peak

T. is the same regardless of the pulse period. However, the transient T. behavior at zero power
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depends on the period according to relation (43). At small periods (<1 ps), the electron
temperature asymptotically approaches to its cw value. The plasma density is higher with higher
pulse period. Note that for intermediate values of pulse period, plasma production exceeds wall
losses until the end of pulse width is reached. So, when the duty ratio is fixed and the period is
varied, the above imbalance proceeds for longer pulse widths (duty ratio x period) and results in
increased plasma density.

In addition to the duty ratio and period, the flow rate was also varied and found to have
negligible effect on the pulsed plasma characteristics. That is, the effect of flow rate on the pulsed
discharge and cw discharge is the same. This is due to the fact that the residence time is of the
order of ms. Both in cw and pulsed operation, the plasma density is not affected by the flow rate,
which is consistent with the measurements by Tsujimoto, et al. [48]. However, as reported in
Section 6, the degree of dissociation and hence the ratio of [CI'] / [Cl,"] are significantly affected
by the residence time. Though Cl appears in most of the electron impact reactions considered in
this study, an approximate Cl atom balance for illustration may be written considering only Cl,

dissociation:

-Q[c1] + 2Vkyn,[Cl,]- Ak, [Cl]=0 (46)

Here Q is the flow rate, ky, is the Cl atom wall recombination coefficient, kqn. is the rate constant
for electron impact dissociation and the overbar denotes time-averaged value in the case of pulsed

discharge. Rearranging Eq. (46) yields,

2V kdne

Ak, +Q 4N

[ci)/[c1,] =

At small values of ks, the degree of dissociation is significantly affected, as Q is varied.

In Fig. 8.4, the pulsed plasma characteristics of a CF, discharge are shown for a duty ratio
of 0.25 and a period of 300 ps. All other parameters are the same as in the chlorine case study.

The electron temperature (not shown here) behaves in a manner similar to the chlorine case. It
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rises rapidly to a peak value of 4.1 eV and then decreases rapidly when the power is turned off at t
=75 us. The corresponding T. for cw operation is 2.9 eV. The plasma density is enhanced
significantly, compared to the corresponding cw operation. However, the enhancement in radical
densities is only marginal for a wide range of pulse widths and duty ratios. SiO; etching is done
with fluorocarbon gases, wherein a polymer is deposited on the underlying silicon and allows
selective etching. CF, radical is thought to be a key precursor for polymer deposition. Hence it is
desirable to increase the ratio of [CF] / [F] in ECR discharges. Unfortunately, in a CF4 discharge,
most of the reactions with low threshold energy that produce CF; also produce F atoms. A case in
point is the electron impact dissociation of CFs, yielding CF» and F, whose reaction rate is
modulated well, with respect to other reactions, due to its low threshold of 3 eV. Dissociation of
CF, and CF, both of which produce F atoms, also has similar small threshold energies (4.5 and 2.5
eV, respectively). Hence, only a marginal increase in [CF2] / [F] ratio is obtained in a pulsed
discharge. In contrast, CHF; appears to have potential for modulation of the rates of CF,
production, CF; dissociation, and F production to obtain more selectivity than possible in a cw

discharge [46].
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9. 2-d Gas Flow Modeling

. In general, plasma reactor modeling efforts in the literature often have neglected gas flow
and heating related issues. Often, these issues have been regarded as secondary to striking and
sustaining a plasma and subsequent processing. In contrast, the gas flow and heating issues are
critical in ECR reactors. We have shown in previous chapters that the pressure in the reactor is not
as nearly constant as in capacitively coupled rf reactors. Indeed, there is a tremendous pressure
drop Ap from inlet to exit at pressures below 10 mTorr. Then the gas flow velocity is not constant
in the flow direction. As was shown in the argon study, the gas velocity continues to increase in
the source chamber and then decrease in the process chamber, since the latter usually has a larger
cross section. Given all these considerations, it is important to examine the gas flow aspects of the
ECR etching and deposition reactors.

We performed two-dimensional simulations using our 3-d code called MINT. Note that at
low pressures typical of ECR operation, the gas does slip on the wall and there is a discontinuity in
temperature between the wall (or substrate) and the adjacent gas molecule. These phenomena were
included by modifying the traditional no-slip velocity and constant temperature boundary conditions

in the following manner.

ou
u, = (48)
T-T =2_—é__21_lﬂ (49)
w A y+1P on

Here, n in the partial derivative represents the direction normal to the wall. uq is tangential wall. T
is the fluid temperature on the wall and Ty, is wall temperature. A is the gas mean free path. A is
the accommodation coefficient. P, is Prandtl number and vy is ratio of specific heats. Figure 9.1
shows flow streamlines on the left portion of the figure and pressure contours on the right. This
reactor is the one used by Gorbatkin, et al. at ORNL [40]. The case corresponds to Gorbatkin’s
run of 5.2 mTorr (exit pressure at the throttle valve) and 80 sccm argon. The pressure at the inlet

} is predicted to be 6.16 mTorr, which is very close to the experimental result. The pressure drop is
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Fig. 9.1 Two-dimensional gas flow simulation of an ECR
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significant (about 20%) and all of it happens in the source chamber, as seen in Fig. 9.1. The flow
seems very smooth and is laminar.

Figure 9.2 shows chlorine flow (10 sccm) at 1 mTorr. Here, a substrate is placed in the
downstream and the flow is shown to be squeezed around the substrate. There is, of course, a
stagnation point on the up side of the substrate. So far, in both cases, we have a constant room
temperature flow. It is important to point out that if Eq. (48) for slip velocity is not used, (a) Ap is
overpredicted and (b) velocities are smaller for the same flow rate. That is, when the molecules on
the wall have a non-zero tangential velocity, the entire flow moves faster and for a given mass flow,
one only needs a lower Ap to push the mass through the reactors.

Next, a nitrogen case with a heated susceptor (540 K) is shown in Fig. 9.3. Here, Eq. (48)
for slip velocity is used but Eq. (49) for temperature is not used to show its effect; in Fig. 9.4, the
same case with Eq. (49) is shown with A =0.5. The pressure drop is the same, 0.25 mTorr (or
25%) in a I mTorr case for 20 sccm nitrogen. The flow looks very similar. But, the temperature of
the molecules near the substrate are 540 K in Fig. 9.3. When there is a tempéfature jump, the gas

temperature adjacent to the substrate is only 365 K.
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10. Etching Studies
A. CF, etching of silicon and SiO,

This is an industrially important process, though recently CHF; is increasingly being used.
However, the chemistry for the latter is not as well known. The discharge physics and chemistry
aspects without the presence of wafer must be studied prior to accounting for the details of surface
reactions. The latter are not well known. Mass conservation equations for electrons and 12
species (CFs, CF3, CF,, CF, C, F, F,, CF3', CF,",CF’, C*, and F") are written. With the addition of
momentum and energy equations, the total number of coupled equations is 16. Table 10.1 presents
the CF reaction set used in the simulations. The rate constants for the electron impact reactions
were corﬁputed using a Maxwellian distribution and known cross sections. The cross sections for
the electron impact dissociation of the radicals CF, (reactions 14, 15, 16, and 17 in Table 10.1) are
not well known. The dissociation energy in each case was calculated from the net heat of
formation and the corresponding rate constant was assumed to be of the form ko exp (-Egis / Te)
where k, is the value fitted to reaction 12. There is no evidence for the formation of large amounts
of F-ions. The available kinetic data yields high densities of F* and therefore reactions involving F
are not included. This omission does not affect the general characteristics of the results presented
here. Three body recombination reactions of CF, radicals with F are included (reactions 20-23 in
Table 10.1); however, their effect on the results is small in the pressure range considered here. The
rate constants of various reactions in Table 10.1 are plotted in Fig. 10.1. The cross section for
asymmetric charge exchange collisions (CF," + CFy —CFy + CF,", x = 0-3, y = 0-4) is taken to be
2.5x 10™ cm®. The cross section for symmetric charge exchange collisions is 5.0 x 10" cm®. The
information needed on electron elastic collisions can be approximated by Ny = 5.4 x 10?'(cm.V.s)™.

All ions are assumed to readily recombine at the wall (unity sticking coefficient) and release
the corresponding radical or atom. The sticking coefficient for F — 0.5 F, is taken to be 0.001,

though values in the literature range from 4 x 10 to 4.8 x 102, The kinetics of adsorption of

radicals and subsequent surface reactions, whether the wall is fluorinated or not, are not well
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10
11
12
13
14
15
16
17
18
19
20
21
22
23

Reaction

e+ CFy—> CF;" +F +2e
e+ CFy —> CF,’ +2F + 2¢
e+ CFy — CF" +3F +2e
e+ CF; > CF;" +2¢
e+CF; — CF; +F +2e
e+ CF; — CF' +2F + 2e
e+ CF, - CF;" + 2
e+CF,— CF' +F+2e
e+CF — CF +2e
e+C —>C'+2e
etCFy—>CF;+F+e
e+CF,—>CF,+2F+e
e+CFy—>CF+3F +e
e+ CF3 > CFtF+e
e+CF; —»>CF+2F +e
e+tCF, >CF+F+e
e+CF 5>C+F+e
etF, »>F+F+e
e+F —>F +2e
CF+F+M > CF,+M
CF,+F+M—>CF:+M
CF+F+M > CF,+M
C+F+M —>CF+M

Table 10.1 CF4 Reaction Set
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Energy (eV)

15.9
22.0
27.0
8.5
17.1
214
11.4
14.6
9.1
8.0
12.5
15.0
20.0
3.0
7.54
4.55
2.66
5.0
14.0
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known. Sticking coefficient values for the radical from the literature were used and compared with
the limiting case when the coefficients for all radicals are zero. The radical profiles, as expected,are
somewhat different and there is a net loss of mass from the gas flow for the case of nonzero
coeflicients; the general plasma characteristics, particularly the electron properties, are not much
affected. .

An ECR reactor studied at the University of Wisconsin (Ashtiani, see Chapter 4)is
considered here. The source chamber radius and length are 7.5 and 45 cm. The corresponding
dimensions in the process chamber are 15 and 50 cm. All simulations reported here are for an
absorbed microwave power of 500 W. The ECR resonance zone is located at z= 32 cm. The
shape of the power profile is similar to that used in the previous chapter for argon. Results are
presented for a pressure range of 1-8 mTorr and two flow rates of 30 and 80 sccm. A limited
comparison is made with available experimental data.

We begin with a discussion on the variation of pressure which has unique characteristics in
low pressure, high density plasma reactors. Typically in high pressure plasma and non-plasma
reactors operating in the 1-100 Torr range, the pressure drop Ap is small compared to p. In
contrast, in ECR reactors operating below 10 mTorr, the Ap is large compared to the pressure
itself. Figure 10.2 shows the variation of total pressure from inlet to the exit at two flow rates,
Contribution of neutral and electron partial pressures to the total is also shown. Note that we fix
the total pressure as boundary condition at the exit (which is 2 mTorr in Fig. 10.2) and “dial in” the
desired mass flow at the inlet. This is typical of independent control of flow rate and pressure
employed in reactor operation. Occasionally, experiments are done at low pressures with the
throttle valve downstream fully open and the pressure is set by adjusting the mass flow rate; in this
case, the two parameters are not independently controlled. In any case, the pressure drop required
to push a given mass flow through the reactor would be unique, as will be seen. In Fig. 10.2, the
contribution of electron partial pressure to the total is small near the inlet and exit, as expected;
however, it consists of a significant fraction of the total pressure (20-25%) in the source chamber.
The total pressure and neutral partial pressure decrease significantly from the inlet to the end of the
source chamber. Indeed, when pressure at the exit is fixed at 2 mTorr, the pressure at the inlet is
4.74 mTorr for 30 sccm CF, flow rate and 7.1 mTorr at 80 sccm. As expected, the required

pressure drop increases with mass flow rate. In both cases, the total pressure decreases a little in
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the larger process chamber, whereas the neutral pressure after expansion into the process chamber

increases slightly toward the exit.

Table 10.2
Summary of Computed Pressures at the Inlet and at the Expansion to the Process Chamber.

Exit pressure is fixed as boundary condition. ECR CF; discharge at 500 W.

Flow p p p
sccm at exit at expansion at inlet
| mTorr mTorr mTorr
30 1 1.42 3.53
30 2 2.30 4.74
30 3 3.22 5.75
‘ 30 4 4.17 6.68
j 30 5 5.14 7.6
| 30 8 8.09 10.32
80 2 2.57 7.1
| 80 5 5.33 10.3

Table 10.2 provides a summary of computed pressures at the inlet and at the expansion to
the process chamber for various values of exit pressure at the throttle valve location. The Ap
required for a given mass flow depends dominantly on mass flow and little on the pressure itself.
For example, the Ap for 30 sccm is nearly the same, about 2.7 mTorr, at all pressures, as seen in
Table 10.2, while it is about 5.1 mTorr for 80 sccm. Note that in all cases the pressure drop in the
process chamber is typically small and decreases with an increase in p. Table 10.2 also shows,
consistent with Fig. 10.2, that most of the Ap is across the source chamber. This is just the normal
viscous pressure drop along a pipe. To provide further evidence, we performed two-dimensional
fluid dynamics simulations of only the gas flow in the absence of microwave power and any plasma,
as described in Section 9. Figure 10.3(a) shows the streamlines and pressure contours at 2 mTorr

exit pressure for a 30 sccm CF, flow rate. The corresponding inlet pressure is only about 2.5

82



2.5

23,

2.0 | 2.0
(a) (b)

Fig. 10.3 Two-dimensional results of gas flow without the plasma at 2 mTorr
(exit at the bottom). (a) 30 sccm CFg and (b) hypothetical case
with the properties of F at the same mass flow rate of 30 sccm
CFg. 1In each case, streamlines are shown on the left and pressure
| contours (interval = 0.05 mTorr) on the right. Slip velocity is
| included at the boundary.
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mTorr, which is substantially smaller than that seen earlier. Note that in the ECR reactor, CF4
dissociates heavily and F is the major constituent (> 80%), in addition to significant amounts of
carbon. The latter two are lighter components relative to CF4. Therefore, a hypothetical case with
the transport properties of F and same mass flow as 30 sccm CF, was simulated (Fig. 10.3(b)). The
inlet pressure in this case is 4.3 mTorr, which is close to that in Fig. 10.2 and Table 10.2; obviously
there is some difference due to the electron partial pressure. Similar gas-flow-only simulations of
each case in Table 10.2 provided the same conclusion. The observations on pressure presented
thus far are similar to the predictions for an ECR argon discharge presented in an earlier chapter;
recall that the latter compared well with the pressure measurements of Gorbatkin, et al.[40]. The
strong variation of pressure has implications in processing as pressure determines the plasma
characteristics and reaction rates. Also, the position of pressure measurement in reactors then
becomes important.

Figure 10.4 shows profiles of electron density and temperature at 2 mTorr exit pressure for
500 W absorbed power and 30 sccm CF; flow rate. The electron temperature peaks at the
resonance zone. Though the power is deposited over a narrow region of approximately 1 cm,
electron thermal conduction plays a significant role in diminishing the gradient. The electron
temperature near the microwave window inlet region is about 2.6 V. The temperature is also
persistently high in the process chamber. The electron density peaks before the resonance zone
where the neutral density and temperature are still large. Indeed, all the ionization rates (not shown
here) also peak in the same vicinity. The electron density in the process chamber is relatively high.
Tonization of CF, and the radicals, after peaking in the source chamber, diminish in the process
chamber due to their smaller densities; however, ionization of F continues since F atom
concentration and electron temperature are significant in the process chamber (see Fig. 10.7) which
may explain the large electron density there. Figure 10.4 also shows experimental data on electron
density at 2 mTorr. The single data point in the source corresponds to microwave interferometry
measurement of spatially-averaged electron density. The comparison of prediction and data here is
good. The experimental data downstream represent probe data on or near the axis. In this case,
the model predictions are higher. In general, given the uncertainties and assumption of constant
density in the measurements and uncertainties in the kinetic data in the model, the agreement is

reasonable.

84



z/L

(A9) "L “((wo/ o1)°u

Fig. 10.4 Profiles of electron density (ne) and temperature (Ty) in
an ECR reactor at 500 W of absorbed microwave power, 2 mTorr
exit pressure, and 30 sccm CFq flow rate. Probe measurements
of electron density (Ashtiani, Chapter 4) are also shown
(filled circles).
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Figure 10.5 illustrates the effect of pressure on plasma properties. Peak electron
temperature at the ECR zone, peak electron density in the source, and values of electron density
and temperature close to the exit in the process chamber are plotted. Electron temperature
everywhere decreases with an increase in pressure, which is well known. The slope of T, vs. pin
the process chamber is somewhat steeper than in the source. This may be due to a decrease in
electron thermal conductivity with an increase in pressure; the electron temperature gradients are
found to be slightly higher as the pressure increases. The electron density in the source increases
with the pressure since the neutral density increases. In contrast, the electron density in the process
chamber exhibits a peak near 2 mTorr and decreases with a further increase in pressure. This is
caused by the significant reduction in local ionization due to lower electron temperature. Plasma
characteristics for 80 sccm CF, flow rate are also shown in Fig. 10.5 for comparison. Typically, the
electron temperature is lower by about 0.5 eV when the flow rate is increased from 30 to 80 sccm.
Intuitively, one does not expect a significant change in electron properties when flow rate is varied,
though the residence time alters the local composition of various neutrals. However, the change in
flow rates in low pressure reactor operation is accompanied by upstream pressure changes, as
discussed earlier. This in effect causes the differences in electron properties at the two flow rates
plotted in Fig. 10.5.

The variation of neutral temperature and mass-averaged velocity of the gas mixture is
shown in Fig. 10.6. The gas heating is mainly due to charge exchange collisions with the ions, with
a minor contribution from elastic collisions and other reactions. Heat is lost to the ambient through
the radial walls. The gas temperature peaks in the source region due to the high local ion densities.
The gas temperature increases as reactor pressure is increased, since the ion density and number of
charge exchange collisions increase. For example, the peak gas temperature in the source is about
600 K at 8 mTorr exit pressure. The mass-averaged velocity increases rapidly in the source
chamber and decreases thereafter with a sudden expansion into the larger process chamber. Typical
Mach numbers based on gas velocity and temperature in this study range from 0.01 to 0.2. Though
the allowance for slip at the wall reduces the velocity gradient in the radial direction, the large Ap/p
and the resulting continuous increase in velocity would not justify a simplified plug flow assumption

as commonly done in high pressure diode reactors.
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Fig. 10.5 Electron density (ne) and temperature (Te) as a function of
"~ pressure at 500 W power. Filled symbols: 30 sccm; open
symbols: 80 sccm. Circles: peak values in the source
chamber; triangles: downstream in the process chamber.
Electron density in the process chamber is multiplied by
10 to fit the scale of the figure.
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Variation of neutral and ion densities along the length of the ECR reactor is presented in
Fig. 10.7. The reactor conditions are 2 mTorr exit pressure and 30 sccm flow rate. The feed gas
CF, is essentially depleted due to intense dissociation. At 5 mTorr and 80 sccm, only 10% (by
mass) of the CFy is left. The radical densities peak in the source chamber, not too far from the
inlet, since local CF,, electron density, and temperature are sufficiently large. Since all radicals
undergo further dissociation and ionization, the radical densities continue to decrease toward the
exit. The F atom concentration is high throughout the reactor (not shown here). There is also a
significant concentration of carbon atoms; for example, 6 x 10" cm™ in the process chamber at 2
mTorr. The mixture molecular weight decreases close to 20 at the exit from 88 at the inlet. The
prediction of CFs" is close to that reported by Ashtiani, et al. [49] (=10"° cm™ in the process
chamber). The effect of pressure on radical densities is illustrated in Fig. 10.8. The F atom
concentration in the source increases with pressure. The predictions here are in the same range as
the actinometric measurements by Jenq, et al.[50]. A direct comparison cannot be made since the
flow rates were adjusted in ref. 22 to obtain the desired pressure. CF, densities are larger than CF;
in the process chamber. The predictions of CF, concentration are reasonable compared to IR
absorption measurements[49] shown in Fig. 10.8, though the experimental trend cannot be

confirmed with only three data points in a narrow range of 1.5 - 2.5 mTorr.
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11. User-Friendly Code

A graphical user interface was developed for the 0-d code used in this study. This code
runs on a personal computer. The input parameters consist of only those parameters for which
there are knobs on the reactor panel, such as pressure, microwave power, and flow rates of various
feed gases. The user needs to provide information on the reactor length scales, such as reactor
height (or length) and radius; these are used to compute the flow volume and surface area of the
source and process chambers. Other input parameters include number of wafers, wafer size,
wall/wafer temperature, feed stream temperature, and orientation of reactor (vertical or horizontal
to include gravitational effects on flow and to choose proper heat transfer correlations for heat
rejection to tﬁe ambient). For a given feed gas system, the user needs to specify the species and a
list of plasma phase and surface reactions. These can be input using alphanumeric characters in the
reaction set window. A library of species along with their chemical symbols, molecular weight, and
their force constants for transport property evaluation is provided with the interface. The code/
interface also includes a built-in access to JANNAF and Sandia thermochemical databases. Also,
each of the windows comes with an on-line help module which explains the input variables
corresponding to that window. This code can be easily used with the aid of the interface to obtain

the volume-averaged properties of a plasma or non-plasma process.
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12. Summary and Conclusions

The ECR technology used in plasma processing is by far the most complex of competing
techniques, characterized by the interaction of plasma generation, electromagnetics, plasma/
surface interaction, ion transport, ﬂuid,ﬂow, heat transfer, neutrals transport and chemistry, and
surface activities. A comprehensive multidimensional model with all of the effects included and
coupled is beyond the scope of this project. Instead a modular approach of varying complexity
levels has been used here to attack this problem. Zero-, one-, and two-dimensional models were
developed. The lower order models allowed coupling of all effects, while higher order models
naturally had to leave out one or two features and look at them only modularly. This approach
allowed us to generate insight into the mechanisms of ECR operation, as well as an opportunity to
explore the effects of process and reactor geometry variables on the state of the plasma, neutrals
generation, and all aspects relevant to etching and deposition. The models were used to study
argon, chlorine, CF, discharges with applications to silicon and GaAs processing. Pulsed
discharges in which the input power is modulated has been modeled since pulsing has been shown
to result in notch-free etching of narrow features. We also explored the reactor scaling issues with
the aid of gas flow modeling.

The lowest order model or 0-d code was equipped with a GUI for running on PCs. A
Phase III effort would undertake a similar exercise for the 1- and 2-d codes. This would allow the
transfer of all three codes to the industry. The 0- and 1-d codes also apply to ICP and other high
density reactors and hence, are of interest to a wider community: equipment manufacturers, chip
manufacturers, and universities.

Future work 1n this field involves efforts in several directions. On the reactor modeling
front, all effects listed at the beginning of this section must be self-consistently included in the
model. While including these physical features per se is not the problem, solving such a massively
coupled problem in 3-d (even 2-d) is not an ordinary task. The time scales involved, electron vs.
ions vs. neutrals, are orders of magnitude different. The fluid flow Mach number is low (107 - 10%)
but there is significant density variation due to variations in pressure and temperature across the
reactor. The electron impact reactions may be stiff with respect to electron temperature, which is a

solution variable. The recombination reactions are slower but important. With such diverse




features, the numerical aspects of the problem are extraordinarily complex; these would involve
long term research and require expertise from multidisciplinary groups. Also, efficient grid
generation techniques are a must to describe complex commercial geometries.

Even when all of the above goals are achieved in the next few years, availability of such
models may be of little value if we do-not have reaction kinetics data for many of the gases used in
semiconductor processing. The current knowledge covers reasonably well only a brief list of gases:
argon, helium, nitrogen, chlorine, oxygen, CFs, SFs, and silane. Much work needs to be done for a
variety of other gases such as BCl;, SiCly, CHF3, Cx HyF;, NF3, to name a few. A more urgent area
is the interaction of radicals and ions with the wafer surface. Availability of reaction kinetics data

base is critical to realize the full potential of computational modeling.
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